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CHAPTER 1 

Introduction   

1.1. The New Template Model and the Phonology -Morphology 
Interface  

1.1.1. The Aim and Scope  

Languages have been observed to have phonological processes which show 
sensitivity to morphological boundaries. Devoicing and vowel harmony can be 
considered as two examples where the former tends to appear in word final 
positions and the latter respects word boundaries, i.e. it cannot jump into the 
next word. These phonological processes drew a lot of attention in past 
phonology literature, where various mechanisms have been proposed to 
explain the properties of these processes. Previous phonological studies tried 
to explain those phonological processes and their relation to morphological 
boundaries with the help of extra-phonological objects; i.e. attempts have been 
made to differentiate bases (stems and roots) and affixes from each other via 
certain external tools, such as diacritics (+, #) (SPE (The Sound Pattern of 
English): Chomsky and Halle, 1968), levels (Lexical Phonology: Kiparsky, 1982; 
Kaisse and Shaw, 1985; Mohanan, 1986; Booij and Rubach, 1987) and brackets 
(Government Phonology: Kaye, Lowenstamm and Vergnaud, 1990; Kaye, 1995). 
However, all these extra-phonological objects bring arbitrariness to 
phonological theory because there must be a direct relation between 
phonological processes and the phonological environment (Kaye, Lowenstamm 
and Vergnaud, 1990). This means that no phonologically context-free objects or 
rules can explain a phonological process.  

Different from previous accounts, the present study aims to explain the 
phonology-morphology interface and phonological processes without referring 
to diacritics, brackets or any extra-phonological objects. We propose an 
analysis for the phonology-morphology interface by developing a new model of 
constituent structure for phonological theory. Our model is based on the 
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templates, by which the specific morphological categories such as base 
(root/stem), prefix and suffix become visible in the phonology component. Note 
ÔÈÁÔ ÔÈÅ ÔÅÒÍ ȰÂÁÓÅȱȟ ÂÕÔ ÎÏÔ ȰÒÏÏÔȱ ÏÒ ȰÓÔÅÍȱȟ ÉÓ ÔÈÅ ÐÒÅÆÅÒÒÅÄ ÕÓÁÇÅ ÉÎ ÔÈÅ 
present study since it is the term which describes our data in the best way. 
"ÁÕÅÒ ɉρωψσȡςπɊ ÄÅÆÉÎÅÓ ȰÂÁÓÅȱ ÁÓ ÁÎÙ ÆÏÒÍ ÔÏ ×ÈÉÃÈ ÁÆÆÉØÅÓ ÏÆ ÁÎÙ ËÉÎÄ ÃÁÎ ÂÅ 
ÁÔÔÁÃÈÅÄȟ ×ÈÉÌÅ ȰÓÔÅÍȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÆÏÒÍ ÔÏ ×ÈÉÃÈ ÉÎÆÌÅÃÔÉÏÎÁÌ ÁÆÆÉØÅÓ ÁÔÔÁÃÈȟ 
ÁÎÄ ÔÈÅ ÌÁÂÅÌ ȰÒÏÏÔȱ ÒÅÆers to unanalyzable units. Since we work on both 
derivational and inflectional suffixation as well as prefixation in light of the 
phonology-ÍÏÒÐÈÏÌÏÇÙ ÉÎÔÅÒÆÁÃÅȟ ȰÂÁÓÅȱ ÓÅÅÍÓ ÔÏ ÂÅ Á ÍÏÒÅ ÃÏÍÐÒÅÈÅÎÓÉÖÅ 
term for our research compared to others, such as stem or root. 

Through great detail, the present study claims that a base is 
recognizable by its unique constituent structure (1a) and that it is 
distinguishable from a suffix (1b) and/or prefix (1c), each of which having its 
own specific constituent structure in phonology. These unique constituent 
ÓÔÒÕÃÔÕÒÅÓ ÁÒÅ ÃÁÌÌÅÄ ȰÔÅÍÐÌÁÔÅÓȱ ÉÎ ÏÕÒ ÍÏÄÅÌ ÁÎÄȟ ÔÈÁÎËÓ ÔÏ ÔÈÅÓÅ ÔÅÍÐÌÁÔÅÓȟ 
we argue that phonological processes and the phonology-morphology interface 
are non-arbitrarily explainable in our model.  
 
(1)  a. Onset  Nucleus ȣ /nset Base Template  
 b. Nucleus ȣ /nset  Suffix Template 
 c. Onset ȣ Nucleus  Prefix Template 
 
Our model implies that phonology does not need to know any morphological 
label such as base, suffix or prefix, since the phonological templates already 
include this information. As a novel attempt, we argue that bases (including 
stems and roots) begin with and end in an O(nset), as given in (1a). Suffixes, on 
the other hand, begin with an N(ucleus) and end in an O(nset) (1b), while 
prefixes begin with an O(nset) and end in an N(ucleus) (1c). Note that the 
number of the nodes in a template is not pre-specified and that there might be 
phonetically silent nodes in our system. The template model suggests that the 
labels (base, prefix, suffix) are redundant since that morphological information 
is already visible by the constituent structure, as given in (2a-c).  
 
(2)   a.             b.             c. 

Prefix Base Suffix 
ON /ȣ/ NO 
 
 
            

                               O ȣ O 
 
In our template model, a prefix is always phonologically distinguished from a 
suffix and base, a suffix from a prefix and base, and a base from a prefix and 
suffix thanks to their constituent structure. They all come to phonology with 
their own templates. In this respect, a prefix naturally attaches to the left of the 
ÂÁÓÅ ÁÎÄ Á ÓÕÆÆÉØ ÔÏ ÔÈÅ ÒÉÇÈÔ ÔÏ ËÅÅÐ ÔÈÅ ÐÈÏÎÏÌÏÇÉÃÁÌ ÓÔÒÉÎÇ ÉÎ ÔÈÅ /.ȣ/ 
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template, as in (2), since a prefix+base or base+suffix or prefix+base+suffix 
combination is also a base in the end: /.ȣ/Ȣ  

The visibility of the morphological category on phonology is very 
important for the phonology-morphology interface since some phonological 
processes are sensitive to these morphological categories, as we noted before. 
According to this information, some phonological processes can apply in one 
phonological environment but not in another, i.e. vowel harmony in Turkish 
cannot go from one base to another, but it is possible (though not necessary) 
from the base to the suffix; or, devoicing in Turkish appears in base final non-
continuant voiced obstruents but not in the base internal ones. Throughout the 
dissertation, we will show that all these phonological processes can naturally 
and non-arbitrarily be explained in our template model without the help of any 
diacritics or extra-phonological tools. Note that we argue for the visibility of 
morphological categories (base, prefix, suffix) on phonological templates. This 
means that phonology only infers from the templates that a linguistic form is a 
suffix or a prefix or a base, but cannot know more about morphology: 
information regarding whether a form is derivational, inflectional, case marker, 
verbal, nominal, etc. is not visible on the templates and in phonology.  
Therefore, the phonology-morphology interface is limited to the templatic 
information in our model.  

Note also that the model we offer seems to have common points with 
Government Phonology (GP) (Kaye, Lowenstamm and Vergnaud, 1990), 
especially regarding elemental representation and certain principles such as 
the Non-Arbitrariness Principle. However, our model is different from the 
standard GP, especially in constituent structure and licensing relations. In GP, 
the bases and affixes are indistinguishable from each other with respect to the 
constituent structure, as in (3). 

 
(3)  The Standard GP 

ONON  base, suffix, prefix 

(3) shows that in the standard GP, all bases, suffixes and prefixes begin with an 
O and end in an N. This means that an onset and a nucleus exist on a 
phonological string as a pair (ON) since every onset must be licensed by a 
nucleus (Harris, 1994) in the standard GP. Thus, the categorical information 
(base, suffix, prefix) seems not to exist in the constituent structure in the 
standard GP, as opposed to our model. Instead, this information is conveyed in 
the standard GP via brackets (4a-b). 

(4)  The Standard GP 
a. [[ONON][ONON]] 

 b. [[ONON]ONON] 
 
For instance, (4a) shows that there are two bases (roots/stems), where both 
have their right and left brackets, while (4b) is an example of the base+suffix 
combination due to the absence of the left and right brackets on the second 
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part. Brackets, which are extra-phonological objects or diacritics, seem to tell 
phonology which phonological processes can apply and which cannot in a 
specific phonological context in the standard GP. In our model, however, we 
reject the existence of the brackets as other diacritics; since they are extra-
phonological objects, they have no place in phonology. Instead, we assert the 
claim that morphological information (base, suffix, prefix) already exists on the 
constituent structure via templates; further, certain phonological processes, 
such as vowel harmony or devoicing, may or may not apply, depending on this 
information, as we will discuss throughout the dissertation.  

Consider the instances of possible morphological combinations in our 
model, given in (5a-c).  
 
(5)  The Template Model 

a. O  N  O       O  N  O    base+base 
 b. O  N  O   N  O  base+suffix 
 c. O  N  O  N  O  prefix+base 
 
For (5a), we argue that there are two bases since two Os (or two Ns) cannot be 
adjacent on the same phonological string, according to the Clash Principle (6), in 
our system.  
 
(6)  The Clash Principle 

Identical phonological constituents cannot be adjacent in the same 
constituent structure: *OO / *NN. 

 
In (5b-c), on the other hand, the templates show us that there are base+suffix 
and prefix+base combinations, respectively. The difference between (5a) and 
(5b-c) is crucial in terms of vowel harmony. Vowel harmony is a process in 
Turkish that is possible root-internally, but it is more active in the course of 
suffixation (Charette and Göksel, 1996). It is also sensitive to morphological 
boundaries. (5a-b) are exemplified with Turkish vowel harmony data, as given 
in (7a, c), respectively.  
 
(7)  The Template Model 
 

ÁȢ ÄÅÍÉÒ ËÁÐą  iron door 
 
      O1    N1   O2   N2    O3       O1    N1   O2    N2  O3 *OO Blocking Site 
 
       x      x      x      x      x       x       x      x      x      
 
      d      e     m      i       r        k     a      p       ą 
   
            
               (I)   

      No Element Spreading   
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b. *demir kepi 
 

 c. demir-ler  iron-pl  
  
     Proper Government 
       

      O1   N1    O2   N2    O3            Na0   Oa1 Na1   Oa2 No Blocking Site 
 
       x      x      x      x      x       x       x      x      x        
 
      d      e      m     i       r                l        e     r     
   
            
                                             (I)  

 Element Spreading   

 

In (7a), the Element I cannot spread from one base to another since the 
adjacent Os are the signs of the separate bases. Accordingly, the adjacency of O3 
and O1 is a blocking site against vowel harmony. Thus, the output given in (7b) 
is not possible. However, the elements may (but not must) spread from the 
base vowel to the suffix vowel, as in (7c), since there is no blocking site to block 
the element spreading in the base+suffix combination. Therefore, vowel 
harmony goes across the suffixal part in (7c): from N2 to Na1.  

Recall that the main argument of our template model is that there is no 
need for the labels base, suffix, prefix and we are therefore not in need of extra-
phonological objects such as brackets or other diacritics to explain phonological 
processes within the phonology-morphology interface. Thus, these labels do 
not exist in our theory. The categorical information base, suffix or prefix does 
exist on the phonological constituents/templates. Thanks to the templates, we 
can explain the blocking of vowel harmony in (7a). Although we will use these 
labels as terms throughout the dissertation to refer to morphological 
categories, our claim is that they do not have any theoretical status in 
phonology.  
 Another issue raised in the present study is related to the status of the 
base ending. Recall that in the standard GP all words have ONON structure, 
which means that the final N is always in the structure, even if the word ends in 
a consonant (8).  
 
(8)     The Standard GP 
 
      O1    N1   O2   N2    
  
       x      x      x      x 
 
       c      a      t      P-Licensing 
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All phonological strings end in an N in the standard GP, as in (8), and the final N 
may remain silent due to the domain final p-licensing. Domain final p-licensing 
is argued to be allowed in some languages but not in others, depending on how 
the language fixes the Domain Final P-licensing Parameter (9).  
 
(9)  The Domain Final P-licensing Parameter 
 Domain-final (empty) categories are p-licensed.  

 
ON: German, Polish, Arabic. 
 
OFF: Italian, Japanese, Vata.Ο 

Adapted from Kaye (1992:13) Example (20) 
 

According to (9), when languages fix the Domain Final P-licensing Parameter 
ON, their final nucleus position may be p-licensed and muted, as in German, 
Polish and Arabic. It means that words may end in a consonant. However, if the 
parameter is fixed OFF in a given language, the words are not allowed to end in 
a consonant but must end in a vowel, as is the case with Italian, Japanese and 
Vata, according to Kaye (1992, 1995).  

The present study argues against the final empty N and the Domain 
Final P-licensing Parameter of GP due to certain theoretical and empirical 
problems. First, the source of the p-licensing is unknown. In the standard GP, an 
empty nucleus can remain silent if it is properly governed by a full nucleus on 
its right. Otherwise, the nucleus must be realized. Our question is how the final 
empty nucleus is licensed if there is no licensor for it. Also, why are the domain-
final (empty) categories p-licensed in some languages? What is the motivation 
for domain final p-licensing? These questions do not have accurate answers in 
the theory.  

Besides, the Domain Final P-licensing Parameter describes the general 
differences among languages regarding the final position, but it does not 
present a theoretical explanation for these differences. The Domain Final P-
licensing Parameter evaluates languages in a black and white way: languages 
have either an obligatory final vowel, or they have no obligatory final vowel. It 
cannot explain why the final consonant appears in some languages although 
they fix the parameter OFF: e.g. Japanese may allow base final consonant 
appearance under some conditions. Also, languages which fix the parameter ON 
may differ from each other in terms of their final position: i.e. Turkish and 
Polish have different restrictions on the base final onsets, although they both 
ÓÅÔ ÔÈÅ ÐÁÒÁÍÅÔÅÒ /&&Ȣ '0ȭÓ ÐÁÒÁÍÅÔÅÒ ÇÉÖÅn in (9) ignores all these facts. In 
contrast to GP, we argue that there are also different sub-choices for languages 
under the big parametric choice; therefore, languages which fix the parameter 
in the same way may differ from each other with respect to their final position, 
as we will discuss later in this section.  

Recall that the template model in the present study proposes that 
bases end in an O(nset) instead of an N(ucleus) in all languages, as given in (2). 
In our model, we follow the claims that (i) every nucleus licenses its onset pair 
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(Harris, 1994), and (ii) a licensed constituent (onset) is likely to support more 
melodic material (Scheer, 2004). Consider (10). 

 
 Onset Licensing Onset Licensing             No Onset Licensing 

 
 
(10)     O1 N1   O2         N2    ȣ     /x 
 
 
Given in (10), all onset positions in our model have a licensor nucleus except 
the final one (Ox). Our claim is that there can be no consonant in that final 
position in certain languages (Italian, Vata, Zulu, etc.) since it is not licensed. On 
the other hand, the final O can be melodically realized in other languages 
(English, French, Malayalam, Polish, Turkish, etc.) despite the lack of licensing 
by a nucleus. Compare (11a-b). 
 
 (11)  a. Italian 
 
  O1   N1     O2    N2   O3 
 
   c      a      s      a   ȬÈÏÕÓÅȭ 
 

b. Turkish 
 
 O1  N1  O2  N2   O3 
 
  k    a    s     a     p  ȬÂÕÔÃÈÅÒȭ 
 
 
In (11a), no melodic material can exist in O3 since the unlicensed onsets cannot 
have any melodic content in Italian. In Turkish (11b), on the other hand, a 
consonant can occur in the base final position (O3) without being licensed. 
Accordingly, it is obvious that some languages (Italian, Vata, Zulu) show 
intolerance to the occurrence of a consonant in an unlicensed onset position, 
while others (Turkish, Polish, etc.) do not. In our model, we explain this 
difference among languages via the Final Onset Parameter (12) .  

 
(12)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
           Bases may end in a consonant or a vowel. 
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In the template model, our claim is that every nucleus licenses its onset pair but 
that onsets do not need to be licensed by a nucleus to exist on the template. 
This means that the base template always ends in an O in every single language. 
As a parametric choice (the Final Onset Parameter-ON), the base final onsets 
must be mute in some languages, i.e. they never allow the base final O position 
to be melodically filled out. Therefore, the base final O must be empty in 
languages such as Italian, Vata, and Zulu. In some others (the Final Onset 
Parameter-OFF), on the other hand, the base final onsets do not need to be 
mute, i.e. the existence of a consonant in the base final position is tolerated in 
those languages. Accordingly, the bases may end in a consonant in the Final 
Onset Parameter-OFF languages (Japanese, Malayalam, English, French, Turkish, 
and Polish). 

Note that setting the Final Onset Parameter OFF does not necessarily 
mean that there may be any consonants in the base final position of the 
languages, since the ideal case for the base final onset is muteness, according to 
the Final Onset Parameter, as it is an unlicensed onset. Therefore, lenition 
(weakening) probably occurs in the base final onset position, although this 
position is allowed to be melodically filled out in the languages which set the 
Final Onset Parameter OFF. In the present study, we argue for the existence of 
certain sub-parameters under the big parameters. The languages which set the 
Final Onset Parameter (the big parameter) OFF may be subject to different 
weakening processes since those languages may fix the sub-parameters under 
the Final Onset Parameter in a different way.    

Accordingly, certain consonants or groups of consonants may be 
restricted from the base final onset position depending on the sub-parametric 
settings of each language. For instance, devoicing appears in the base final 
voiced non-continuant obstruents in Turkish: the base final voiced non-
continuant obstruents become voiceless bases finally, as in (13a), which is 
called final devoicing (Inkelas and Orgun, 1994 among others); the non-
continuant obstruents are consistently voiceless (13d-f):  
 
(13)  a. kanat    ȬwinÇȭ     b. kanad-ą     ×ÉÎÇ-acc      c. kanat-lar wing-pl /D/  

  *kanad               *kanad-lar 
 

 d. sanat ȬÁÒÔȭ     e. sanat-ą       art+acc    f. sanat-lar art-pl /t/  
 
As seen in (13a-f), it seems that devoicing is sensitive to morpheme boundaries 
in (13a, c) since a non-continuant voiced obstruent /d/ devoices in the base 
final position (13a) and in the course of suffixation (13c). However, no 
devoicing appears in (13b) although there is still suffixation. In contrast to 
ɉρσÃɊȟ ÔÈÅÒÅ ÉÓ Á ÆÕÌÌ ÌÉÃÅÎÓÏÒ ɉÓÕÆÆÉØ ÉÎÉÔÉÁÌɊ ÎÕÃÌÅÕÓ ɍąɎ ÆÏÒ ÔÈÅ ÎÏÎ-continuant 
voiced obstruent, so there is no devoicing in (13b).     
 As noted above, we eliminate the domain final p-licensed empty 
nucleus from the constituent structure since it is unmotivated. This elimination 
means that the final O has no N pair. Thus, it is an unlicensed O.  Recall that a 
licensed constituent (onset) is likely to support more melodic material (Scheer 
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2004:161). What we claim is that the final Os may lose their phonological 
ingredient, which means elements, due to a lenition process in the Final Onset 
Parameter-OFF languages since they are single: there is no nucleus which can 
license the final O.  

Furthermore, languages such as Japanese, Malayalam, English, French, 
Polish and Turkish all fix the Final Onset Parameter OFF, but we observe that 
there are different restrictive effects on the base final onset in each language. 
Accordingly, in the base final onset position: (i) only a placeless N is possible in 
Japanese; (ii) the obstruents are not allowed in Malayalam; (iii) the base final 
branching onsets cannot occur in English; and (iv) the base final obstruent 
devoicing appears in Turkish and Polish. The relevant question is: why are 
there different variations in the base final onset among these languages 
although they all set the parameter OFF? We are going to answer all these 
questions under the Parametric Hierarchical System, which is the novelty that 
we bring into phonological theory.  

The system of the Parametric Hierarchy was first developed by 
Biberauer (2011), Biberauer and Roberts (2012), Branigan (2012) and Roberts 
(2012) to explain the syntactic micro-variations among languages. They 
basically argue that there are macro-parameters in syntax which also have 
many sub-parameters (meso, micro, nano) that in turn differentiate languages 
from each other.  The syntactic differences among and within languages stem 
from their different ON/OFF choices for sub-parameters. In the present study, 
as mentioned above, we also argue that languages have different degrees of 
variations and restrictions on the base final onset since they fix the sub-
parameters in different ways, although they do fix the Final Onset Parameter 
(the macro parameter) in the same way. Our suggestion is that it is important 
to explain cross-linguistic phonological variations in parallel to syntax, due to 
the fact that it has been a goal for linguistic theory to draw correspondences 
between different linguistic modules (Kaye, 1995; Jackendoff, 2002; Scheer, 
2009, 2011).  

The system offered under the Parametric Hierarchical System also 
accounts for the so-called exceptions to phonological processes. The 
mechanism offered for this purpose is called the Pointed Empty Nucleus. We 
claim that one of the jobs of the Pointed Empty Nucleus is to explain the 
ÁÐÐÁÒÅÎÔÌÙ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÃÁÓÅÓȟ ÓÕÃÈ ÁÓ nano-parametric intra-linguistic 
variations. An example for the existence of the Pointed Empty Nucleus comes 
from Turkish. 
 
(14)  a. hac  [Ä] ȬÐÉÌÇÒÉÍȭ 
 b. üstad  [d]  ȬÍÁÓÔÅÒȭ 
 c. metod [d]  ȬÍÅÔÈÏÄȭ  
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As exemplified in (14a-c), devoicing in Turkish seems to fail in some base final 
positions, as opposed to the general tendency given in (13a, c).1 The question is 
how devoicing is blocked in those bases. A possible answer comes with the 
Pointed Empty Nucleus: the naive representation of (14c) is presented in (15).  
 
 
(15)   O1   N1     O2    N2   O3     N3   O4 
 
               

 m     e      t       o     d      x    
 
We argue that the base final consonants are followed by an empty NO pair 
(N3O4), as in (15). Our claim is that the N3, which is a Pointed Empty Nucleus, is 
licensed by the previous nucleus N2 at the projection level to survive in the 
structure, as given in (16). The Pointed Empty Nucleus is different from the 
usual empty nucleus, which remains empty if it is properly governed. Our 
argument is that the Pointed Empty Nucleus (N3) can license the final obstruent 
(O3), as in (16).  

              Projection Licensing 

                           R >>>> R 
                    Onset Licensing 

(16)          O1   N1    O2   N2    O3    N3   O4   
 
    x      x       x     x      x      x       
 
   m      e      t      o      d  ȬÍÅÔÈÏÄȭ 
 
In the present study, we suggest that the failure of devoicing is not an exception 
in (16). The obstruent which seems to fail to devoice is not the final onset, but it 
is followed by an NO, (N3 and O4) in (16). Since O3 is not the final onset and it is 
followed and licensed by a nucleus (N3), no devoicing appears in (16). Our 
study also claims that N3, which is an empty nucleus, can occur on the structure 
thanks to the projection licensing of N2. In that way, we present a reasonable 
ÁÃÃÏÕÎÔ ÆÏÒ ÔÈÅ ȰÅØÃÅÐÔÉÏÎÓȱ ÉÎ ÐÈÏÎÏÌÏÇÙȢ We also argue for the universality of 
the Pointed Empty Nucleus after explaining the so-called exceptions in other 
languages. The details, possible problems and reasonable solutions will be 
empirically and theoretically discussed and explained throughout the 
dissertation.  

 
1 Since the examples ending in a voiced obstruent as in (14a-c) are very few in number 
and usually borrowed bases, they are not usually considered as problems for the 
ÄÅÖÏÉÃÉÎÇ ÁÎÁÌÙÓÅÓ ÁÎÄ ÌÁÂÅÌÅÄ ÁÓ ȰÅØÃÅÐÔÉÏÎÓȱ ɉ5ÎÄÅÒÈÉÌÌȟ ρωχφȠ +ÏÐËÁÌÌąȟ ρωωσȠ "ÁÌÃąȟ 
ςππφɊȢ "ÁÌÃą ɉςππφɊ ÎÏÔÅÓ ÔÈÁÔ ÔÈÅ ×ÏÒÄÓ ÉÎ ɉρτÁ-c) are pronounced with a final voiced 
obstruent only in a careful speech. Although most people pronounce the base final 
obstruents as voiceless, a small number of people pronounce them with a final voiced 
obstruent even in casual speech.  
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1.1.2. Data 

The core data of this study is taken from Turkish, since it is an agglutinative 
language with a rich system of suffixation. Also, it has certain phonological 
processes sensitive to morpheme boundaries, such as devoicing and vowel 
harmony. Thus, Turkish provides our study with a rich source of data to 
develop our model.  

As determined from grammar booËÓ ɉ"ÁÎÇÕÏøÌÕȟ ρωχφȠ 'ÅÎÃÁÎȟ ρωχωȠ 
Göksel and Kerslake, 2011; Kornfilt, 2013; Korkmaz, 2014 among others), there 
are about 130 derivational and 80 inflectional suffixes in Turkish. As for the 
lexical inventory, there are about 104.480 words (6463 of which are from 
Arabic, 4974 are French origin, 1374 are from Persian, 632 are Italian, 538 are 
from English, 413 are Greek, 147 are Latin, 85 are from German, 33 are from 
Spanish and a very small number of words are from Russian and Armenian), 
according to the 2011 edition of Büyük Türkçe Sözlük Ȭ#ÏÍÐÒÅÈÅÎÓÉÖÅ 
$ÉÃÔÉÏÎÁÒÙ ÏÆ 4ÕÒËÉÓÈȭȟ ÔÈÅ ÏÆÆÉÃÉÁÌ ÄÉÃÔÉÏÎÁÒÙ ÏÆ ÔÈÅ 4ÕÒËÉÓÈ ÌÁÎÇÕÁÇÅȟ ÐÕÂÌÉÓÈÅÄ 
by Türk Dil Kurumu (the Turkish Language Association).  

The important point about the facts presented above is that a single 
base may merge with many suffixes and a single suffix may attach to many 
bases. The suffixes may also attach to one after another. All these facts together 
present us with a complex picture in terms of base+suffix combinatory 
possibilities.  

The phonological shapes of Turkish words and suffixes show variation. 
Both words (17a-f) and suffixes (18a-d) in Turkish may begin with and end in a 
consonant (C) or a vowel (V). The suffixes may attach to a vowel final or a 
consonant final stem (base) (19a-c). 
 
(17)  a. k itap  ȬÂÏÏËȭ   #ȣ# 
 b. araç   ȬÖÅÈÉÃÌÅȭ   6ȣ# 
 c. kapą  ȬÄÏÏÒȭ   #ȣ6 
 d. arą  ȬÂÅÅȭ   6ȣ6 
 e. dava  ȬÃÁÓÅȭ   #ȣ6 

f. araba  ȬÃÁÒȭ   6ȣ6 
 
(18) 2 a. {ɀlAr}   Plural marker   CVC 
 b. {ɀAr} / { -r}  Aorist marker  VC/C 
 c. {ɀDI}   Past tense marker CV 
  d. {ɀDA} Locative marker  CV 
 
  

 
2 Capitals in the representation of morphemes are due to the Turcological conventions 
for the representation of alternating sounds. Capital A shows that a non-high vowel 
varies between front and back realizations [a, e]; the capital I shows that a high vowel 
varies between front/back and rounded/non-ÒÏÕÎÄÅÄ ÒÅÁÌÉÚÁÔÉÏÎÓ ɍąȟ Éȟ Õȟ İɎȠ ÁÎÄ ÃÁÐÉÔÁÌ 
D shows that the consonant varies between voiced/voiceless realizations [d, t]. 
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(19)  a. arab[a]-lar  ȬÃÁÒ-ÐÌȭ     V+CVC   vs.    e[v]-ler     ȬÈÏÍÅ-ÐÌȭ     C+CVC 
 b. ar[a]-r  ȬÃÁÌÌ-ÁÏÒȭ  6Ϲ#        vs.    ya[p]-ar    ȬÄÏ-ÁÏÒȭ       C+VC 
 c. arab[a]-Ùą ȬÃÁÒ-ÁÃÃȭ 6Ϲɉ#Ɋ6    vs.    e[v]-i        ȬÈÏÍÅ-ÁÃÃȭ   C+(C)V 
 
The long list of Turkish suffixes and their grammatical relations to bases have 
been extensively studied in previous literature, both in descriptional and 
theoretical senses (Deny, 1941; Lees, 1961; Lewis, 1967; Ergin, 1975; Göksel 
and Kerslake, 2011; Kornfilt, 2013; Korkmaz, 2014 among others). The 
combinatory properties of the suffixes and restrictions on morpheme order 
have been addressed in past literature (Demircan, 1977; Kornfilt, 1984; 
Çotuksöken, 1991; Göksel, 1997; Kabak and Vogel, 2001 among others).  

Underhill (1988), Inkelas and Orgun (1995), Hankamer (2011) and 
%ÒÇÕÖÁÎÌą-Taylan (2013) are some of the lexical phonology accounts for the 
Turkish phonology-morphology interface. Although their contribution to the 
field is significant, they are problematic in terms of the theoretical tools they 
employ. These works claim that morphological (and sometimes syntactic) 
information, such as being derivational or inflectional, is visible to phonology. It 
means that phonology knows which suffix is derivational and which one is 
inflectional, although there is no clear answer provided for the question of how 
phonology realizes these morphological categories.  

In our approach, on the other hand, there is no such huge transparency 
between phonology and morphology. Morphology is visible to phonology as 
much as the constituent structure allows.3 Some basic morphological 
information, such as being a base, prefix and suffix, may be visible to phonology 
via the constituent structure, as we claim throughout the study. 

Previous studies also explain the data with lexical/post lexical rules, 
such as insertion/deletion, without providing any phonological representation. 
Their rule formulations, rule orderings, levels and diacritics do not give us any 
hint about the exact phonological context in which a phonological process 
operates. We agree with Scheer (2011) that phonology can make reference only 
to phonological objects (non-diacritics). 

For Turkish, we will discuss certain phonological processes, such as 
devoicing and vowel harmony, in light of our template model and extend our 
discussion into other processes (i.e. stress, element spreading, vowel-zero 
alternation, vowel shortening, consonant degemination, and k - Ø alternation).4 
We will argue that our template model can explain the phonology-morphology 

 
3 Scheer (2011) also argues that phonology and morpho(-syntax) are different modules 
ÁÎÄ ÃÁÎÎÏÔ ÕÎÄÅÒÓÔÁÎÄ ÅÁÃÈ ÏÔÈÅÒȭÓ ÌÁÎÇÕÁÇÅ ×ÉÔÈÏÕÔ translation. Since our focus is on 
the phonology-morphology interface, we do not go into any syntactic or morpho-
syntactic discussion here. See Scheer (2011) for more detailed discussions on 
intermodular communication, especially for the communication between phonology and 
morpho-syntax.  
4 We limit our analysis with the most known phonological processes in Turkish. See 
Gopal (2018) for some alternative observations and discussions on the phonological 
alternations in Turkish.  
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interface and certain phonological processes in Turkish in a more natural and 
non-arbitrary way. We will also argue that our template model, licensing 
relations and parameters have universal implications for other languages. 

 Note that our model is a novel attempt for the phonology-morphology 
interface and phonological theory. Thus, we have only focused on the basic 
morphological categories (more frequently occurring among languages): base, 
prefix and suffix. For sure, there are also other types of affixation, such as 
infixation and circumfixation, in other languages, which are waiting to be tested 
within our new model in future studies.  

Now let us introduce the lexicon view adapted in the present study, 
which is also important in understanding the phonology-morphology interface 
in our template model.  

1.2. The New Template Model and the Lexicon View  

In the present study, our basic premise is that all productive prefixes, suffixes 
and roots are listed in the lexicon5 and computed by an affixation operation, as 
claimed in the Dual-Route Lexicon Model of Pinker and Prince (1991). These 
listed productive prefixes, suffixes and bases (roots) have their own unique 
phonological templates: ON, NO and ONO, respectively. Thus, their appearance 
reveals their labels. It means that the bases with active suffixation (and/or 
prefixation) are perceived as separate templates by phonology: phonology can 
identify productive prefixes, suffixes and bases. This is important for the 
application of phonological processes, as we noted in Section 1.1.1., i.e. vowel 
harmony cannot go from one base to the other. In that sense, the Dual-Route 
Lexicon Model is compatible with our view of lexicon. Now, let us see the 
details of the Dual-Route Lexicon Model first and then go into the details of affix 
productivity in Turkish.  

1.2.1. The Dual-Route Lexicon Model  

There are two general approaches to lexicon: the Single System Lexicon Model 
vs. the Dual System Lexicon Model.6 In the Single System Model, both regular 
(walked) and irregular (ran) lexical items are lexically stored and both types of 

 
5 We also assume that there are frozen forms that were productively formed but 
diachronically lexicalized in the lexicon. 
6 Note that this is a rough generalization about the lexicon models. There may also be 
different views within each model. See Rumelhart and McClelland (1986), Smolensky 
(1995), Seidenberg and Gonnerman (2000), Daugherty and Seidenberg (2001), 
McClelland and Patterson (2002a, 2002b) for detailed discussion on the Single System 
Lexicon Model. For a comprehensive discussion on Dual System Lexicon Modelling, see 
Pinker and Prince (1988), Pinker (1999), Friederici, Pfeifer and Hahne (1993), Ullman, 
Corkin, Coppola, Hickok, Growdon, Koroshetz and Pinker (1997), Baayen, Dijkstra and 
Schreuder (1997), Marslen-Wilson and Tyler (1997, 1998), Clahsen (1999), Ullman 
(2001), Pinker and Ullman (2002). 
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past-tense forms are retrieved from memory (Bates and MacWhinney, 1989; 
MacDonald, Perlmutter and Seidenberg, 1994; Bates and Goodman, 1997).  

)Î ÔÈÅ $ÕÁÌ 3ÙÓÔÅÍ -ÏÄÅÌȟ ÏÎ ÔÈÅ ÏÔÈÅÒ ÈÁÎÄȟ ÔÈÅÒÅ ÉÓ Á ȬȬÍÅÎÔÁÌ 
ÌÅØÉÃÏÎȭȭ ÏÆ ÍÅÍÏÒÉÚÅÄ ×ÏÒÄÓȢ )ÒÒÅÇÕÌÁÒ ÆÏÒÍÓ (ran) are stored in and retrieved 
from lexical memory, but regular forms (walk-ed) are produced via rules of 
mental grammar which combine forms into predictably structured larger 
words and productively apply to new words and non-sense words (Berko, 
1958; Chomsky, 1965, 1995; Pinker, 1991, 1994; Pinker and Prince, 1988). (20) 
below shows how forms combine together to create new forms. 

 
(20)  V-stem + a morpheme with the feature [PAST]  

 
Accordingly, the regular inflection is predictable, while irregular verb forms are 
not in the Dual-Route Lexicon Model. Thus, the irregular ones are individually 
memorized forms affected by associative memory, such as frequency and 
similarity (Pinker and Prince, 1988; Pinker, 1991; Ullman, 1999; Pinker, 2000). 

In Pinker (2000), productivity is emphasized as a great challenge for 
language theories. Productivity is the ability to generate and understand an 
unlimited number of new forms. Pinker (2000:122) points out that one piece of 
word can always be listed in the lexicon, such as walk, or duck, but there are 
new words formed by combining prefixes, stems and suffixes which are too 
many in number to keep in the lexicon. Pinker notes that in a language such as 
Kivunjo or Turkish, every word may come in half a million to several million 
forms. Pinker rightly argues that speakers could not possibly have memorized 
them all in childhood.  

Similar to Pinker (2000), Hankamer (1989:401) argues that human 
word recognition involves parsing for agglutinative languages; a full listing of 
the derivations in memory cannot be seriously maintained for languages with 
agglutinative suffixation such as Turkish due to the size, complexity, and sheer 
number of words. Hankamer (1989) also notes that the following nineteen-
morpheme multi-morphemic word can be formed through affixation in 
Turkish: muvaffak-iyet-siz-leĥ-tir -ici-leĥ-tir -iver-e-me-yebil-ecek-ler-imiz-den-
miĥ-siniz-cesine ȬÁÓ ÉÆ ÙÏÕ ×ÅÒÅ ÏÎÅ ÏÆ ÔÈÏÓÅ ×Å ÃÁÎÎÏÔ ÅÁÓÉÌÙ ÍÁËÅ Á ÍÁËÅÒ ÏÆ 
ÕÎÓÕÃÃÅÓÓÆÕÌ ÏÎÅÓȭ. Hankamer (1989) also argues that an educated native 
speaker of Turkish needs to store over 200 billion word forms, which is far 
beyond the storage capacity of the human braÉÎȢ !ÌÓÏȟ ¤ÁÆÁË ɉςπρυȡψσɊȟ ×ÈÏ 
studies Turkish suffixes in light of the Dual-Route Lexicon Model, argues that 
productive inflected and derived word forms are decomposed into their 
morphemic components, stems and suffixes, during visual word recognition in 
Turkish.  

Accordingly, we adapt the view that all regular productive suffixes 
(inflectional and derivational) in Turkish and prefixes and suffixes in other 
languages are listed in the lexicon with their phonological template and that 
they combine with bases, which also have their own templates, via 
morphological (or morpho-syntactic) operations rather than being listed in the 
lexicon as a whole chunk. The unproductive and irregular forms are lexically 
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stored in our model, too, as the Dual-Route Lexicon Model supports. This is also 
important for the application of phonological processes, as we noted before, 
since phonology knows the morphological categories (prefix, suffix) thanks to 
their templates, if there is productivity. Phonological processes apply according 
to this information. Below, we provide a discussion on how we define regular, 
productive suffixes and unproductive ones in Turkish.  

1.2.2. The Dual-Route Lexicon Model, Productivity and 
Turkish  

Following Berko (1958), Chomsky (1965, 1995), Pinker (1991, 1994), Pinker 
and Prince (1991), and Ullman (1999), we define the regular productive 
suffixes for Turkish as the ones which combine forms into predictably 
structured larger words and also productively apply to new words and non-
sense words.7 In (21a-b), we exemplify some productive inflectional and 
derivational suffixes in Turkish, respectively. 

 
(21)  a. Inflectional    b. Derivational 
  Past marker {ɀDI}   V-to-N {-mA} 

 gel-di      ȬÃÏÍÅ-ÐÁÓÔȭ       gel-me     ȬÃÏÍÅ-Í!ȭ 
  ara-Äą   ȬÃÁÌÌ-pastȭ     ara-ma    ȬÃÁÌÌ-Í!ȭ  
  buk-tu     non-sense verb-past  buk-ma    non-sense verb-mA 
 

Accusative marker {-(y)I}   V-to-N {-ɉÙɊ)ĥɒ  
kol-u     ȬÁÒÍ-ÁÃÃȭ   gel-Éĥ       ȬÃÏÍÅ-)ĥȭ 
araba-Ùą    ȬÃÁÒ-ÁÃÃȭ   ara-Ùąĥ    ȬÃÁÌÌ-)ĥȭ 
zuk-u      non-sense noun-acc  buk-Õĥ     non-sense verb-)ĥ 

 
 Plural marker {-lAr}    N-to-N {-lIk}  
 kol-lar      ȬÁÒÍ-ÐÌȭ   kol-luk   ȬÁÒÍ-Ì)Ëȭ 
 araba-lar   ȬÃÁÒ-ÐÌȭ   tuz-luk   ȬÓÁÌÔ-Ì)Ëȭ 
 zuk-lar        non-sense noun-pl  zuk-luk    non-sense noun-lIk  

 
As seen in (21a-b), the productive suffixes (inflectional (21a) or derivational 
(21b)) attach to most of the bases, even to the non-sense ones. If you ask 
someone to pluralize zuk (a non-sense word), s/he will easily say zuk-lar. 
Similarly, if we ask a native Turkish speaker what the object/place zuk can be 
put into, the answer will be zuk-luk, similar to tuz-luk ȬÓÁÌÔ ÃÅÌÌÁÒȭȢ   
 There are also unproductive derivational suffixes in Turkish. Göksel 
and Kerslake (2011:53) argue that unproductive suffixes are unproductive due 
to the fact that they are not perceived by native speakers as items usable in the 
production of new words, although they may be present in a number of words 

 
7 3ÅÅ +ąÒËąÃą ÁÎÄ #ÌÁÈÓÅÎ ɉςπρσɊȟ 'ÁÃÁÎ ɉςπρτɊ ÁÎÄ ¤ÁÆÁË ɉςπρυɊ ÆÏÒ ÓÏÍÅ ÃÏÎÔÅÍÐÏÒÁÒÙ 
discussions on Turkish suffixation and lexicon models in terms of L1-L2 acquisition.  
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that are still in use. To exemplify the unproductive suffixes, Kornfilt (2013:449-
450) notes that {-geç} is rather unproductive, one that derives nouns that 
express an agent or instrument related to the verb (22).  
 
(22)  süz ȬɉÔÏɊ ÆÉÌÔÅÒȟ ÓÔÒÁÉÎȭ süz-geç  ȬÓÔÒÁÉÎÅÒȟ ÆÉÌÔÅÒȟ ÓÉÅÖÅȭ 

Kornfilt (2013:449) Example (1567) 
 
According to Kornfilt (2013), { -tay} is another unproductive form that is used 
for only a few recent administrative terms (23a-b).  
 
(23)  ÁȢ ÄÁÎąĥ     ȬɉÔÏɊ ÃÏÎÓÕÌÔȭ  $ÁÎąĥ-tay Ȭ#ÏÕÎÃÉÌ ÏÆ 3ÔÁÔÅȭ 

bȢ ÓÁÙąĥ     ȬɉÔÏɊ ÓÅÔÔÌÅ ÁÃÃÏÕÎÔÓȭ 3ÁÙąĥ-tay Ȭ%ØÃÈÅÑÕÅÒ ÁÎÄ !ÕÄÉÔ  
DeparÔÍÅÎÔȭ 

Kornfilt (2013:449) Example (1568) 

The derivational suffix {ɀtay} in (23a-b) is used for the formation of 
administrative terms in exchange of the related institutions of the Ottoman 
Empire. For instance, the noun ÄÁÎąĥÔÁÙ was introduced to replace ĥÕÒÁ-Ùą 
devletȟ ÂÏÔÈ ÍÅÁÎÉÎÇ Ȭ#ÏÕÎÃÉÌ ÏÆ 3ÔÁÔÅȭ ɉ!ËÓÁÎȟ ςππτɊȢ +ÏÒÎÆÉÌÔ (2013) also refers 
to unproductive {ɀ(A)v} (24a-b), which derives nouns that denote actions, 
results of actions, or agents of the action, and {ɀ(A)y} (24c-d), which derives 
nouns that express results of actions. 
 
 (24)  a. söyle      ȬɉÔÏɊ ÓÁÙȟ ÔÅÌÌȭ                        söyle-v       ȬÓÐÅÅÃÈȭ 
 ÂȢ ÓąÎÁ      ȬɉÔÏɊ ÔÅÓÔȭ          ÓąÎÁ-v           ȬÅØÁÍÉÎÁÔÉÏÎȭ 
 c. dene      ȬɉÔÏɊ ÔÒÙȭ          dene-y       ȬÅØÐÅÒÉÍÅÎÔȭ 
 d. ol      ȬɉÔÏɊ ÈÁÐÐÅÎȟ ÂÅȟ ÂÅÃÏÍÅȭ        ol-ay       ȬÅÖÅÎÔȭ 

Kornfilt (2013:449)  Example (1569-70) 
 
Unlike productive suffixation, the unproductive forms in Turkish are stored as 
single chunks in the lexicon, as argued by the Dual-Route Lexicon Model. The 
representation in (25) below illustrates an instance of unproductive 
morphology (24a) from Turkish. 
 
(25)          O1    N1   O2   N2    O3   N3    O4   
 
     x      x     x      x       x     x      x      
 
     s      ö     y               l      e     v        ȬÓÐÅÅÃÈȭ  
 
As seen in (25), {-v} does not come with its own constituent structure. It is on 
the base since it is lexically stored with the base, although it is historically 
derived as söyle+v.  

For productivity, on the other hand, we argue in light of the Dual-Route 
Lexicon Model that the productive inflectional and derivational affixes, as well 
as bases (roots), are listed in the lexicon with their individual template and that 
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they combine with each other via morphological operations. Note that this 
morphological information is visible on the constituent structure and necessary 
for certain phonological operations, such as devoicing and vowel harmony. See 
an instance of devoicing in the course of productive suffixation (26). 
 
(26) 8  Base Template  Suffix Template 
 
                   O1   N1  O2  N2  O3      Na0 Oa1 Na1 Oa2 
 
     x     x     x    x     x         x      x      x    x 
 
     k     i      t     a    p              l      a    r  ȬÂÏÏË-ÐÌȭ 
  
In (26), devoicing applies to the base final consonant under O3, which is not 
licensed by the suffix initial (properly governed) empty nucleus, Na0.9 A suffix 
initial properly governed empty nucleus Na0 cannot license the base final O3, 
but a properly governed base internal empty nucleus can do so for its pair 
onset. This shows that the devoicing operation is sensitive to the morpheme 
edges. Consider the examples in (27a-d) which involve an unproductive suffix 
{ɀlAk}. 
 
(27)  a. çay-lak  ȬËÉÔÅȭ 
 b. göm-lek  ȬÓÈÉÒÔȭ 
 c. ab-lak   ȬÃÈÕÂÂÙȭ 
 d. öd-lek  ȬÃÏ×ÁÒÄȭ 
 
{-lAk} in (27a-d) is an unproductive suffix in Turkish which is observed on a 
small number of bases. Korkmaz (2014:131) notes that {ɀlAk} is derived from 
the fusion of {ɀlA+k} and has got a specific property as a single unit to derive 
nouns and adjectives. What is crucial for our discussion comes with the voicing 
status of the final consonant of the base to which the suffix attaches. If we look 
at the data, we can see that {ɀlAk} follows [b] and [d] in (27c-d), respectively. 
Accordingly, if {ɀlAk} were a productive suffix attached to the base via 
morphology, it would have its own template and the initial nucleus of this 
template would be a properly governed empty nucleus. Therefore, roughly 
speaking, it would not be a licensor nucleus for the base final O. As a result, öd-
lek would be expected to surface as *öt-lek as a result of lenition, namely 
devoicing. However, it does not. When we compare ödlek with simplex (28b-c) 
and complex (28a) words, it looks like a simplex word rather than a complex 
one in terms of phonology (28d). 

 
8 The sub-symbols (a0, a1, z1, etc.) in the examples and the constituent structure 
representations throughout the dissertation are only for the reader to follow the 
arguments more easily. They do not have any specific place in phonology. See also ff. 10 
in Chapter 2 and ff. 24 in Chapter 3.  
9 See Chapter 3 for a detailed discussion on devoicing.  
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(28)  a. kitap-lar ȬÂÏÏË-ÐÌȭ  complex 
 b. abla  ȬÓÉÓÔÅÒȭ   simplex 
 c. medlul ȬÓÅÎÓÅȬ   simplex 
 d. öd-lek ȬɕĘÔ-ÌÅËȭ   more like simplex 
 
(28a-d) above show that öd-lek is similar to simplex form abla ȬÓÉÓÔÅÒȭ ÁÎÄ 
medlul ȬÓÅÎÓÅȭ ɉςψÂ-c), respectively, since the voiced obstruent does not devoice 
in (28d) similar to the base internal ones. Note that ödlek was (historically) 
morphologically complex but its morphological complexity is not 
phonologically detectable now. Consequently, it is stored as a single unit (29a) 
in the lexicon similar to abla (29b) but in contrast to kitap-lar (29c).  
 
     Proper Government 

 
(29)    a. O1 N1  O2  N2  O3  N3  O4   
 
        x    x     x    x     x     x      
 
        ö    d            l     e     k      
  
 

          Proper Government 
       
            b.  O1   N1  O2  N2  O3   N3  O4  
 
          x     x    x     x     x 
 
          a     b           l      a           
 
                          Proper Government 
 
            c.   O1  N1  O2  N2  O3          Na0 Oa1 Na1 Oa2 
 
    x    x     x    x     x             x     x     x    x 
  
    k    i      t     a    p                     l      a    r 
 
 
The representations given in (29a-b) show that both öd-lek and abla, 
respectively, are stored in the lexicon as a single unit, while (29c) is a result of 
morphological operation. It is clear that the base internal properly governed 
empty nucleus (N2 both in (29a-b)) can license the voiced non-continuant 
obstruents as in (29a-b). However, the suffix initial properly governed empty 
nucleus (Na0) cannot license base final voiced non-continuant obstruent (29c). 
It means that the licensing relations between an onset and an empty nucleus 
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change depending on the origin of the nucleus (base or suffix), as we will 
discuss in Chapter 3. What we can argue for now is that the suffix initial 
properly governed empty nucleus cannot license the voicing property of the 
base final onset but the base internal one can do so for the preceding onset. The 
properly governed empty nuclei (N2) in (29a) and (29b) behave similarly and 
license O2. Thus, in both ödlek (29a) and abla (29b), there is no devoicing. The 
unlicensed onset (O3), however, undergoes certain restrictions, such as 
devoicing, in Turkish, as in (29c), since the template says that the nucleus (Na0) 
is suffix initial. To sum up, the claim that stem+unproductive suffix cases are 
stored as single units is supported via phonological evidence, such as the 
absence of devoicing in Turkish. 
 The present section showed that the Dual-Route Lexicon Model is 
compatible with our template analysis in terms of productivity, phonological 
processes and boundaries.  

1.3. The Organization of the Dissertation  

This chapter introduced the aim, scope and data of the present study, proposed 
the new template model, a new parameter the Final Onset Parameter and the 
lexicon view in terms of the phonology-morphology interface, and shortly 
reviewed GP and related issues, such as domainhood and domain final p-
licensed nucleus.  

The rest of the study is organized as follows: Chapter 2 will introduce a 
detailed discussion of the theoretical assumptions and claims of our template 
model. We will explain what it means for a linguistic form to be a base, a prefix 
and a suffix in a detailed fashion. We will discuss the empirical and theoretical 
evidence for the Template Model and the Final Onset Parameter in detail. Also, 
we will argue for another parameter: The Initial Onset Parameter, which 
explains why the base initial consonant must exist in some languages, such as 
Modern Arabic, but not in others (Turkish). Also, we will compare and contrast 
our model with GP in terms of domains, the domain boundary identification 
and lexicon. Then we will critically review the previous GP accounts on the 
Turkish phonology-morphology interface (Denwood, 1998; Charette, 2004; 
"ÁÌÃąȟ ςππφȠ dÓËÅÎÄÅÒȟ ςππψȠ 0ÏÌÇÜÒÄÉ ρωωψȟ ςππφɊȢ !ÌÓÏȟ ×Å ×ÉÌÌ ÄÉÓÃÕÓÓ ÏÔÈÅÒ 
studies (Polgardi, 1998; Szigetvári, 1999 and Dienes and Szigetvári, 1999) that 
also argue against the domain finally p-licensed nucleus.   

Chapter 3 is devoted to the discussion of Turkish data analysis in light 
of our template model for bases, suffixes and prefixes. We will question the 
status of prefixation in Turkish in a detailed way. In Chapter 3, we will argue 
that Turkish fixes the Final Onset Parameter OFF and allows consonants to 
appear in the base final position. However, this setting of the parameter also 
brings certain restrictions to the base final onset since the ideal case is 
muteness for the base final onset, according to the Final Onset Parameter: the 
base final onsets must be melodically mute. We argue that the base final 
restrictions change from one language to another depending on which sub-
parameter(s) and in which way the language is set under the Final Onset 
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Parameter. Our claim is that Turkish fixes the Non-Continuant Voice Parameter 
OFF as a sub-parametric choice and the base final voiced non-continuant 
obstruents are devoiced. Other restrictions may appear in the base final onset 
position in another language since it may fix the same parameter in a different 
way and/or make some other sub-parametric choices: e.g. Malayalam fixes the 
Obstruent Parameter ON as a sub-parametric choice and no base final obstruent 
appears in that language. 

Chapter 3 will also discuss a new type of nucleus: The Pointed Empty 
Nucleus, which explains how some nucleus positions remain empty though not 
properly governed. We will argue for the Pointed Empty Nucleus Condition, 
which says that the Pointed Empty Nuclei must be licensed at the projection 
level (by a nucleus, which is not itself pointed). The licensing of a Pointed Empty 
Nucleus by a full or properly governed nucleus at the projection level is subject 
to parametric variation, the Pointed Empty Nucleus Licensing Parameter: (ON) 
The Pointed Empty Nucleus must be licensed only by an interpreted nucleus, not 
a properly governed one (Turkish); (OFF) The Pointed Empty Nucleus may be 
licensed by a properly governed empty or a full nucleus (Polish). 
 In Chapter 4, we will discuss the universal implications of our template 
model, the Final Onset Parameter and the Pointed Empty Nucleus. We will 
extend our analysis into cross-linguistic data and argue that base final cross-
linguistic micro-variations and restrictions can be explained in light of the 
Parametric Hierarchical System. Accordingly, for languages that show variation 
with respect to the restrictions on their final onsets, we will argue for sub-
parameters that can explain how languages are distinguished from each other. 
These sub-parameters follow from the Parametric Hierarchical System, which 
was developed for syntax (Biberauer, 2011; Biberauer and Roberts, 2012; 
Branigan, 2012; Roberts, 2012). As a substantial part of the chapter, we will 
discuss the Pointed Empty Nucleus and claim that one of its jobs is to explain the 
ÁÐÐÁÒÅÎÔÌÙ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÃÁÓÅÓȟ ÓÕÃÈ ÁÓ nano-parametric intra-linguistic 
variations. 
 Chapter 5 will deal with some extensions of our model, with a 
particular focus on stress, vowel harmony and element spreading, vowel-zero 
alternation, vowel shortening, consonant degemination and k - Ø alternation in 
Turkish. We will discuss and question whether these processes can be analyzed 
within the scope of the phonology-morphology interface or not.  
 The conclusion will summarize our findings and provide discussion on 
further issues related to the model proposed in this work to be investigated in 
future studies. 



 

CHAPTER 2 

4ÈÅ .Å× 4ÅÍÐÌÁÔÅ -ÏÄÅÌ ɉ/ȣ/Ɋ ÁÎÄ 4ÈÅ 
Final/Initial Onset Parameter(s)  

2.1. Introduction  

Recall from Chapter 1 that the present study aims at both giving a theoretical 
account for the phonology-morphology interface in Turkish and other 
languages and also aims at analyzing phonological processes such as devoicing 
and vowel harmony, which show sensitivity to morphological boundaries. With 
these aims, we proposed a Template Model and referred to the basic 
assumptions of that phonological model, which we are going to apply 
throughout the study. In the present chapter, we will further develop and 
discuss it in a more detailed way. 

The key point of the study is to build an account without referring to 
diacritics, brackets or other extra-phonological objects which have been 
employed in past phonology literature to identify morpheme boundaries and to 
differentiate the bases (stems and roots) from affixes, i.e. (+, #) in SPE, levels in 
Lexical Phonology and brackets in Government Phonology. With this aim, the 
study makes three major points: (i) we argue for a novel universal template 
model for bases, prefixes and suffixes; (ii) we put forward two new parameters, 
the Initial Onset Parameter and the Final Onset Parameter, to explain the base 
initial and final positions in languages; and (iii) we develop a Parametric 
Hierarchical System to give a theoretical account for the base final micro 
variations within and among languages.  

For the first point, we propose a new constituent structure model 
based on the templates, thanks to which morphological categories such as base 
(root/stem), prefix and suffix become visible in the phonology component.  
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(1)  a. Onset  Nucleus ȣ /nset Base Template  
 b. Nucleus ȣ /nset  Suffix Template 
 c. Onset ȣ .ucleus  Prefix Template 
 
The phonological shape of the morphemes given in (1a-c) represents each 
morphological label in phonology, base, suffix and prefix respectively. We 
propose that a base template (1a), which begins with and ends in an onset, gets 
prefixes (ON) (1c) to its left and suffixes (NO) (1b) to its right, as in (2).  
 
(2)   a.             b.             c. 

Prefix Base Suffix 
ON /ȣ/ NO 
 
 
            

                           O ȣ / 
 
Note that this idea is similar in spirit to van Oostendorp (2004), who argues 
that morphological information can be inferred from phonological shape. What 
we specifically claim is that the phonological templates already have this 
information (being base, prefix, suffix) if there is productive morphology, so 
there is no need to stipulate external morphological markings, diacritics, levels, 
etc. 

In fact, the phonological shape of prefixes and suffixes are redundant 
according to (2). 'ÉÖÅÎ ÔÈÁÔ ÔÈÅÙ ÁÔÔÁÃÈ ÔÏ Á ÂÁÓÅ ÁÎÄ ÍÁËÅ ÉÔ Á ÌÁÒÇÅÒ ÏÎÅ ɉ/ ȣ 
O), a prefix must begin with an onset and end in a nucleus (ON); suffixes must 
be in an NO form to attach to the base. Otherwise, a clash will appear 
(*OO/*NN), which is banned on the same phonological string according to the 
Clash Principle (3). 
 
(3)  The Clash Principle 

Identical phonological constituents cannot be adjacent in the same 
constituent structure: *OO / *NN. 

 
The Clash avoidance idea has been put forward in phonology before, especially 
in metrical phonology for stress (Nespor and Vogel, 1979, 1986; Varga, 1998, 
2002; GrÁǲf, 2001). Accordingly, adjacent stresses are not allowed in a row (**). 
We adapt this idea into our model in order to explain how morphological 
boundaries are naturally expressed in phonology.  

Another crucial fact about affixes is that the ON structure for the 
prefixes and NO structure for suffixes also make it possible for other prefixes 
and suffixes to follow one another respectively, as in (4).  
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 (4) 10    ȢȢȢ ÐÒÅÆÉØ  Ϲ   ÐÒÅÆÉØ  Ϲ   ÂÁÓÅ       Ϲ    ÓÕÆÆÉØ   Ϲ     ÓÕÆÆÉØ  ȣ  
        Oy1Ny1      Oz1Nz1       O1N1ȣ/x     Na0 Oa1        Nb0Ob1 
 
According to (4), as we attach a prefix and/or a suffix to a base, it becomes part 
of a larger base which is available for new prefixation and/or suffixation in 
languages with high affixation. Thus, the key point is having a base structure 
ɉ/ȣ/Ɋ ÁÇÁÉÎ ÁÔ Ôhe end of affixation.  

The discussion above leads us to the claim that the only possibility for 
prefix and suffix templates are ON and NO respectively. In morphology, prefixes 
and suffixes cannot exist freely in languages but are bound to a base as other 
affixes. Their morphological boundness is visible on our template model: the 
lack of final onset in prefixes (ON) and the lack of the initial onset in suffixes 
ɉ./Ɋ ÍÁËÅ ÔÈÅÍ ÐÈÏÎÏÌÏÇÉÃÁÌÌÙ ÂÏÕÎÄ ÔÏ Á ÂÁÓÅ ÓÉÎÃÅ ÏÎÌÙ ÂÁÓÅÓ ɉ/.ȣ/Ɋ ÃÁÎ 
be free in occurrence.  

The second major point of the study is that we leave the domain final 
nucleus and the Domain Final P-licensing Parameter out of our model. Instead, 
we put forward a new parameter, the Final Onset Parameter, which can group 
languages according to their behavior with respect to the base final position. 
Remember that all onset positions in our model are followed by a licensor 
nucleus except the final one (Ox) in (5).  

 
 Onset Licensing Onset Licensing             No Onset Licensing 

 
 
(5)     O1 N1   O2         N2    ȣ     /x 
 
 
In the base final position of certain languages, such as Italian, Vata and Zulu, 
there cannot be any consonant since the base final O is not licensed by a 
nucleus. On the contrary, the final O can be melodically realized in other 
languages, such as English, French, Malayalam, Polish and Turkish. The 
difference between Italian and Turkish, given in Chapter 1, is repeated here as 
(6a-b), respectively. 
 
 
 
 
 

 
10 As seen in (4), we use different sub-symbols for prefixes, suffixes and bases so that 
one can be distinguished from the other: the bases only have numeric sub-symbols such 
as O1N1O2N2O3, etc.; the suffixes and prefixes have both letter and numeric symbols but 
in the opposite direction. The suffixes are from a to z while prefixes are from z to a as in 
(4). The suffix initial N begins with Na0 not with N1 given that Na0 has no real Onset pair. 
Note that these symbols have no place in phonology. They are only for the reader to 
follow the arguments more easily.  
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(6)  a. Italian 
 
  O1   N1     O2    N2   O3 
 
   c      a      s      a   ȬÈÏÕÓÅȭ 
 
  

b. Turkish 
 
 O1  N1  O2  N2   O3 
 
  k    a    s     a     p   ȬÂÕÔÃÈÅÒȭ 
 
 
The unlicensed onsets cannot have any melodic content in Italian, so no 
consonant appears in the base final O3 in (6a). In Turkish (6b), on the other 
hand, a consonant can occur in the base final position (O3) without being 
licensed. Accordingly, it is obvious that some languages (English, Turkish, 
Polish) show tolerance to the occurrence of a consonant in an unlicensed onset 
position but others (Italian, Vata, Zulu) do not. Our model explains this 
difference among languages via the Final Onset Parameter (7) .  
 
(7)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
          Bases may end in a consonant or a vowel. 
 
In light of the Final Onset Parameter, the base final onsets must be mute in some 
languages (Italian, Vata, Zulu) as a parametric choice (the Final Onset 
Parameter-ON). This means that they never allow the base final onset position 
to be melodically filled out. In some other languages (Japanese, Malayalam, 
English, French, Turkish, Polish), on the other hand, the Final Onset Parameter 
is set OFF, i.e. the base final onsets do not need to be mute, and the existence of 
a consonant in the base final position is permitted. 
 As a third major point in the study, we argue that the base final cross-
linguistic and intra-linguistic micro variations can be explained in light of the 
Parametric Hierarchical System. Accordingly, the claim is that languages which 
show different restrictions on their final onsets set different sub-parameters, 
although they fix the Final Onset Parameter in the same way. We also put 
forward a new nucleus type, the Pointed Empty Nucleus, and claim that one of 
ÉÔÓ ÊÏÂÓ ÉÓ ÔÏ ÅØÐÌÁÉÎ ÔÈÅ ÁÐÐÁÒÅÎÔÌÙ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÃÁÓÅÓ ÓÕÃÈ ÁÓ ÔÈÅ nano-
parametric intra -linguistic variations. Chapters 3 and 4 will present a detailed 
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discussion on the Final Onset Parameter and the Parametric Hierarchical 
System, respectively. 

In the rest of this chapter, we will discuss the Template Model in more 
detail and try to justify our model with empirical and theoretical evidence. We 
will discuss why a base template should begin with and end in an O(nset) 
ɉ/ȣ/ɊȢ 4ÈÅ ÐÒÅÓÅÎÔ ÃÈÁÐÔÅÒ ×ÉÌÌ argue for the universality of this base template 
by presenting cross-linguistic evidence. In this respect, the cross-linguistic data 
examined with this aim will reveal that a consonant is an obligatory constituent 
in word initial and/or word final positio n in some languages. This means that 
languages indeed need the base initial and base final onset positions. 
Accordingly, we will also argue for the theoretical necessity of the base initial 
and base final onset positions. In this respect, we will propose a new 
parameter: The Initial Onset Parameter, which gives a theoretical account for 
why the initial consonant is obligatory in some languages but not in others. In 
addition, we will discuss the Final Onset Parameter by comparing our model 
with GP in terms of domains, the domain boundary identification and lexicon. 
Then we will critically review the previous GP accounts on the Turkish 
phonology-ÍÏÒÐÈÏÌÏÇÙ ÉÎÔÅÒÆÁÃÅ ɉ$ÅÎ×ÏÏÄȟ ρωωψȠ #ÈÁÒÅÔÔÅȟ ςππτȠ "ÁÌÃąȟ ςππφȠ 
dÓËÅÎÄÅÒȟ ςππψȠ 0ÏÌÇÜÒÄÉȟ ρωωψȟ ςππφɊȢ !ÌÓÏȟ ×Å ×Éll discuss other studies 
(Polgardi, 1998; Dienes and Szigetvári, 1999 and Szigetvári, 1999), which also 
attempt to take the domain final p-licensed empty nucleus out of phonological 
theory. 
 The chapter is organized as follows. Section 2.2. presents and argues 
for our base template model with empirical and theoretical support. In 2.3., we 
will introduce the basic tenets of Government Phonology and compare and 
contrast it with the phonological model developed in this study. Section 2.4. is 
devoted to the critical discussion of the previous GP based phonology-
morphology interface accounts that have been developed for Turkish. In 
Section 2.5., we compare and contrast our claims for the base final position 
with the ones provided in Polgárdi (1998), Dienes and Szigetvári (1999) and 
Szigetvári (1999). Finally, Section 2.6. summarizes the chapter.  

2.2. The New Constituent Structure Model for Bases  

After providing the major points with respect to the model offered in the 
present study on the phonology-morphology interface, it is time to focus on the 
cross-linguistic validity of the model. Our objective in this section is to show 
that our base template is universally valid and its universal validity is justified 
by cross-linguistic evidence. With this aim, the section will discuss the template 
hypothesis in detail and present some theoretical and empirical evidence for 
the existence of the initial and final O positions on the template. Also, we will 
put forward a new parameter to explain the obligatory base initial consonant 
appearance in some languages, namely the Initial Onset Parameter. 



26   |   Chapter 2 

ςȢςȢρȢ 4ÈÅ "ÁÓÅ 4ÅÍÐÌÁÔÅȡ /ȣ/ 

Recall that the base in our model refers to any form to which any kind of affixes 
can attach, as Bauer (1983) argues. It includes roots and stems, as well. In our 
new constituent structure model, we argue that there is a universal base 
template which begins with and ends in an O(nset), not in a nucleus, as opposed 
to the Standard GP approaches (Kaye, Lowenstamm and Vergnaud (KLV), 1985; 
Kaye, Lowenstamm and Vergnaud (KLV), 1990) and the Strict CV version of GP 
(Lowenstamm, 1996; Scheer, 2004). (8) below repeats the representation of 
the base template in our model. 
 
(8)  The Base Template 
 /ȣ O 
 
The Base Template in (8) shows that the bases begin with and end in an onset 
position in languages even if the initial and/or final onset positions may remain 
empty. In our template model, there is no upper limit on the number of internal 
ON pairs, as opposed to Denwood (1998) and Charette (2004), who argue for a 
four-position (ONON) template for Turkish words, as will be discussed in 
Section 2.4.1.1. There is, however, a natural lower limit (ONO) in our account 
since the base template must begin with and end in an O, which also satisfies 
the minimum word condition which is either (C)V: or (C)VC (McCarthy and 
Prince, 1986; Dobrovolsky, 1987; ItÏǶ and Hankamer, 1989; Kenstowicz, 1994; 
Inkelas and Orgun, 1995; Kabak and Vogel, 2001; Kabak, 2014 among others).  

Now let us see how the bases with different phonological shapes are 
represented in our template model. Consider the Turkish examples given in 
(9a-d). 
 
(9)      a.  O1   N1  O2  N2  O3   
 
   x     x     x    x     x 
 
                  k      É     Ô     Á    Ð                           ȬÂÏÏËȭ               #ȣ# 
 

            
            b.  O1  N1  O2  

         
         x     x 
 
         Å     Ö                                       ȬÈÏÕÓÅȭ             6# 
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              c.   O1  N1  O2  N2  O3  N3  O4  
 
             x    x     x    x     x     
 
             Á     Ò    Á     Â    Á                   ȬÃÁÒȭ                 6ȣ6 

 
 d.  O1  N1  O2  N2  O3   
 
        x     x    x     x     
 
        k    a     Ú    Á                              ȬÁÃÃÉÄÅÎÔȭ      #ȣ6 

In the present model, all the bases begin with an onset no matter if it is empty 
as in (9b) and (9c), or not empty as in (9a) and (9d). Likewise, all the bases end 
in an onset no matter if this onset is empty as in (9c) and (9d) or not empty as 
in (9a) and (9b). The model shows that each onset has a nucleus as its pair, 
except the final one in (9a-d). The initial and final onsets mark the beginning 
and end of a new base, respectively.  

The fact that the constituent structure begins with and ends in an O 
means that we have a base, which may be a word, stem, root, etc. as noted 
above. Accordingly, the initial and final Os are natural, phonological and non-
diacritiÃ ȰÂÏÕÎÄÁÒÙ ÍÁÒËÅÒÓȱȟ ×ÈÉÃÈ ÓÈÏ× ÔÈÅ ÂÅÇÉÎÎÉÎÇ ÁÎÄ ÅÎÄ ÏÆ Á ÎÅ× ÂÁÓÅȢ 
In our model, the two identical constituents (*NN or *OO) cannot occur in the 
same template (in the same row). This is against the Clash Principle given in (3) 
and repeated here as (10). 
  
(10)  The Clash Principle 

Identical phonological constituents cannot be adjacent in the same 
constituent structure: *OO / *NN. 

 
The Clash Principle is important in our model for explaining how morphological 
boundaries become visible in phonology. Consider now the example of Turkish 
compounding given in (11) below to illustrate the base boundaries.  
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(11)    O1   N1  O2  N2  O3         O1  N1  O2  N2  O3   
 
              x     x    x     x    x              x     x    x     x 
 
              d    e    m     i     r             k     a    p     ą      ȬÉÒÏÎ ÄÏÏÒȭ 
           (I)  
          
   Element Spreading 

 
O3 and O1 in (11) cannot be adjacent in the same constituent structure 
according to the Clash Principle given in (10). Thus, the adjacency of O3 and O1 
means that O3 marks the final position of a base while O1 shows the beginning 
of another base. In that way, morphological boundaries are naturally visible in 
phonology, thanks to our template model.  
 A valid question regarding our template model might be how we can 
prÏÖÅ ÔÈÁÔ /ȣ/ ÉÓ ÔÈÅ ÕÎÉÖÅÒÓÁÌ ÔÅÍÐÌÁÔÅ ÆÏÒ ÂÁÓÅÓȢ )Î 3ÅÃÔÉÏÎ ςȢςȢςȢȟ ×Å ÐÒÅÓÅÎÔ 
empirical evidence for the universality of the base template by discussing 
languages where the base initial and/or final consonant is a must. We will refer 
to certain previous claims in theoretical phonology as related to initial and final 
ÏÎÓÅÔ ÐÏÓÉÔÉÏÎÓ ×ÈÉÃÈ ÓÕÐÐÏÒÔ ÏÕÒ ÔÅÍÐÌÁÔÅ ÉÄÅÁ ÏÆ /ȣ/Ȣ )Î ÁÄÄÉÔÉÏÎȟ ×Å ×ÉÌÌ 
argue for a new parameter to explain the obligatory base initial consonants in 
some languages: The Initial Onset Parameter.  

ςȢςȢςȢ %ÖÉÄÅÎÃÅ ÆÏÒ /ȣ/ 

In the present section, we will discuss why a base template should begin with 
ÁÎÄ ÅÎÄ ÉÎ ÁÎ /ɉÎÓÅÔɊ ɉ/ȣ/Ɋ ÁÎÄ ÁÒÇÕÅ ÆÏÒ ÔÈÅ ÕÎÉÖÅÒÓÁÌÉÔÙ ÏÆ ÔÈÉÓ ÂÁÓÅ 
template. The cross-linguistic data examined show that a consonant is an 
obligatory constituent in word initial and/or word final position in some 
languages. In addition, the data analysis exhibits that the final consonant needs 
to appear in some cases even if the base ends in a vowel. This means that 
languages indeed need the base initial and base final O positions. Let us 
examine the details in Sections 2.2.2.1. and 2.2.2.2. 

2.2.2.1. Evidence for the Initial O in the Base Template: The 
Initial Onset Parameter  

In the present section, we argue that the existence of the initial onset position 
in our template model is empirically and theoretically justifiable. For the first 
point, the necessity of the initial onset position on the base template is related 
ÔÏ ÔÈÅ ȰÄÅÆÁÕÌÔ ÓÙÌÌÁÂÌÅ ÔÙÐÅȱ #6ȟ ×ÈÉÃÈ ÏÃÃÕÒÓ ÉÎ ÁÌÌ ÌÁÎÇÕÁÇÅÓ ɉ#ÌÅÍÅÎÔÓ Ánd 
Keyser, 1983). Therefore, it is reasonable to keep the base initial O as a part of 
the constituent structure for all languages. 
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For the second point, the base initial onset position cannot be empty in 
some languages, i.e. it must be filled out with a consonant. Therefore, the base 
initial onset positions must exist on the template for the obligatory base initial 
consonant(s) in certain languages, such as Mayan Languages. Kaufman (2015) 
argues that in most Mayan Languages, none of the words or word-like things 
can begin with a vowel and that the words must end with a consonant by 
default /h/. 11 4ÈÕÓȟ ÔÈÅ ÎÅÃÅÓÓÉÔÙ ÏÆ ÔÈÅ ÉÎÉÔÉÁÌ ɉÁÎÄ ÆÉÎÁÌ /Ɋ ÐÏÓÉÔÉÏÎÓ ɉ/ȣ/Ɋ ÉÓ 
supported by Mayan languages, as observed by Kaufman (2015).  

Another piece of evidence for the initial O comes from Modern Arabic 
(Watson, 2002; Abdoh, 2010), Ute (Givón, 2011), Ingush (̇̏ ̒̋̃́ȟ ρωφυ ÃÉÔÅÄ ÉÎ 
Nichols, 2011) and most of the Australian languages (Dixon, 1970:273), such as 
Djapu (Morphy, 1983), Nyangumarta (Sharp, 2004), Warlpiri (Turpin, Demut 
and Ngampart Campbell, 2014); in all of these, the base initial consonant is 
obligatory. This means that words (bases) have to begin with a consonant in 
those languages. Consider the Arabic examples adapted from Watson (2002) 
and the Djapu examples from Morphy (1983), given in (12a-c) and (12d-e), 
respectively, where words must begin with a consonant.  
 
(12)  C-initial words in Arabicᾛ   V-initial words ᾟ 

a. daftar ȬÅØÅÒÃÉÓÅ ÂÏÏËȭ   *aftar     
 b. fursa  ȬÏÐÐÏÒÔÕÎÉÔÙȭ   *ursa 
 c. wakkal  ȬÔÏ ÄÅÌÅÇÁÔÅȭ   *akkal 

 
C-initial words in Djapu ᾛ   V-initial words   
d. lirrgi   ȬÃÈÁÒÃÏÁÌȭ   *irrgi  

 e. bulbul ȬÌÅÔÈÁÒÇÉÃȭ   *ulbul  
 
The examples in (12a-e) show that all the words seem to begin with a 
consonant and that vowel initial ones are out both in modern Arabic (12a-c) 
and Djapu (12d-e). The examples given in the present section show that the 
base initial O position must universally exist in the constituent structure since 
certain languages, such as Arabic, Ute, Ingush, Djapu, Nyangumarta and 
Warlpiri, need this position to fill out with an obligatory consonant. 

Note that the two pieces of empirical evidence presented above are 
argued to follow from a theoretical phenomenon in past literature, i.e. the Onset 
Principle proposed by ItÏǶ (1989) given in (13) below. Accordingly, every 
nucleus is in need of an onset in the structure.  

 
(13)  The Onset Principle  
 Every syllable has an onset.  

     ItÏǶ (1989: 223) 
 

 
11 Kaufman (2015) differentiates words or word-ÌÉËÅ ÔÈÉÎÇÓ ÆÒÏÍ ȰÓÔÅÍȱ ÏÒ ȰÌÅØÅÍÅȱȢ 
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Similarly, Prince and Smolensky (2004) argue for the existence of an onset to 
the left of the nucleus (14).  
 
(14)  ONSET 
 A syllable must have an onset.  

Prince and Smolensky (2004: 106)  
 
Note that both (13) and (14) show that an onset is an obligatory constituent to 
the left of the nucleus, an idea which supports our claim that the bases must 
begin with an O but not with an N (15).  
 
(15)  *N1  O1  N2  ȣ  /x 
 
In the present study, we argue that every nucleus is in need of an onset pair for 
onset satisfaction. In (15), N1 has no such pair, so its onset need is not satisfied 
and it is out. To have a better insight into onset satisfaction, we can make an 
analogy between a nucleus and a transitive verb in syntax. The object (overt or 
covert) must exist in the structure both for the Theta Criterion and argument 
structure satisfaction if there is a transitive verb (Chomsky, 1981, 1986). In our 
phonological system, a nucleus is similar to a transitive verbal head and it 
needs an onset (empty or not) to its left as its complement. We call this need 
onset satisfaction. Onset satisfaction can be argued to be the theoretical 
motivation for the existence of the base initial O in our model.  

Another theoretical motivation for the initial O may come with the idea 
of licensing. Nuclei are potential licensors of onsets, according to Harris (1994). 
This is illustrated in (16). 
 
(16)  Licensing by Nucleus 
 
 
     O N  
 Every nucleus licenses its onset pair. 
 
Harris (1994) argues that every nucleus licenses its onset pair. Accordingly, 
nuclei need an onset pair to do licensing. Therefore, the structure given in (15) 
is out since N1 needs an onset pair to do licensing. This means that we argue 
against a base beginning with an N without an onset, as opposed to Szigetvári 
(1999),12 who argues that the constituent structure must begin with a V (N) 
position, as in (15). According to (15) above, the base initial N (N1) is out since 
it ends up not being satisfied with respect to its onset need. Also, the base initial 
N1 is a licensor and it is in search of an onset to license. If a nucleus is a licensor, 
it must license an onset, as noted above. Note that every licensor nucleus needs 
to license an onset but every onset does not need licensing from a nucleus to 

 
12 In Section 2.5.2., the constituent structure proposal of Szigetvári (1999) (V initial) will 
be discussed in detail. 
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survive in the constituent structure, as we will discuss in Sections 2.3.2. and 
2.5.2. in a detailed way. 
 Briefly stated, the base template must begin with an onset since this 
position must be filled out with a consonant in some languages. Also, the 
ÏÎÓÅÔȭÓ ÎÅÅÄ ÏÆ Á ÎÕÃÌÅÕÓ ÄÕÅ ÔÏ licensing and onset satisfaction gives 
theoretical support to the existence of the base initial O in our template model.  

In addition, the cross-linguistic observations reveal the fact that the 
initial onset position must be melodically filled out in some languages (Modern 
Arabic, Ute, Ingush, Djapu, Nyangumarta, Warlpiri, etc.) while it does not need 
to be filled out with a consonant in some others (Turkish, English, German, 
etc.). The question is what it is determines that the initial O must be realized in 
Arabic but not Turkish. We claim that these variations among languages stem 
from a parametric choice, namely the Initial Onset Parameter given in (17), 
which is a novel attempt in the phonological theory. 
 
(17)     The Initial Onset Parameter 
              The base initial onsets must be melodically realized. 
 
 ON: Modern Arabic, Ute, Ingush, Djapu, Nyangumarta, Warlpiri:  
   Bases must begin with a consonant, not with a vowel. 
  
 OFF: English, French, Turkish: 
   Bases may begin with a consonant or a vowel. 
 
According to the Initial Onset Parameter, the base initial O must be melodically 
realized in Modern Arabic, Ute, Ingush, Djapu, Nyangumarta and Warlpiri, since 
these languages set the parameter (17) ON. On the other hand, English, French 
and Turkish fix the Initial Onset Parameter OFF, so the base initial O does not 
need to be filled out with a consonant. The Initial Onset Parameter enables us to 
differentiate languages in regards to their base initial onset realization. Note 
that in GP, on the other hand, there is no such explanation for these differences 
among languages.  

So far, we have discussed the necessity for the initial onset on bases 
and argued for a new parameter: The Initial Onset Parameter. Now, let us turn 
ÏÕÒ ÁÔÔÅÎÔÉÏÎ ÔÏ ÔÈÅ ÎÅÃÅÓÓÉÔÙ ÏÆ ÔÈÅ ÆÉÎÁÌ ÏÎÓÅÔÓ ÉÎ ÏÕÒ ÂÁÓÅ ÔÅÍÐÌÁÔÅ ɉ/ȣ/Ɋ 
and try to find empirical support for it.  

2.2.2.2. Evidence for the Final O in the Base Template  

The obligatory final onset idea is not new in the previous literature on 
phonological theory. For instance, McCarthy (1993) argues for the necessity of 
the final consonant on phonological (prosodic) words via a constraint called the 
Final-C Constraint, given in (18) below. 
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(18)  FINAL-C 
 *V)PrWd 

McCarthy (1993:176) Example (10) 
 
The Final-C constraint of McCarthy (1993) given in (18) demonstrates that a 
prosodic word (PrWd) cannot end in a vowel, but rather ends in a consonant or 
a glide. Swets (2004:48) also supports the Final-C constraint and argues that it 
is not a violable constraint in Tilburg Dutch, except for certain functional 
words.  

We also argue that the base final onset is necessary on the template, 
based on the empirical evidence that the base final consonant is obligatory in a 
number of languages. The empirical evidence for this claim comes with 
languages such as Cairene Arabic and Arabic (nominal stems) (McCarthy and 
Prince, 1990), Yapese (Piggott, 1999; Goad and Brannen, 2003) and Choctaw 
(Broadwell, 2006), where the realization of the final consonant is a must. 
Likewise, in Tilburg Dutch (Swets, 2004), vowels do not occur in the final 
position of lexical items. 

Moreover, the base final consonant is not obligatory in some languages, 
such as English; nevertheless, an obligatory consonant may appear in some 
vowel ending bases of those languages (i.e. glide insertion (19a) cases and the 
intrusive [r] appearance (19b) in English vowel final words) (McCarthy, 1993; 
van Oostendorp, 2000; Prince and Smolensky, 2004). The base final onset 
position in our model is necessary to explain the (obligatory) occurrence of a 
final consonant in vowel ending words.  
 
(19)  a. see   [si:]   seeing   [si:j iŁ] 

 b. draw   [dr ]  drawing  [dr r iŁɎ 
Adapted from McCarthy (1993:170)  

 
(20) below is the representation of (19a). 

 
(20)    O1    N1      O2    Na0   Oa1   
 
    s      i                    i       Ł  
                         (I)  
 
According to the representation given in (20), O2, which is the final onset of the 
base, is necessary for the appearance of the glide [j]. Similarly, in the Bristol 
dialect of English, [l] appears after all final schwas (21). Therefore, area and 
aerial are homophonous [e ri l]  in the dialect (Wells, 1982).  
 
(21)    O    N     O    N    O   area 
 

                              l  
Adapted from McCarthy (1993:8) 
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As shown in (21), the subsequent [l] seems to sit under the final onset of our 
base template.  

The second instance where an obligatory final consonant appears in 
some vowel ending bases comes with some European dialects of Portuguese 
where the nasalized vowels may turn into vowel+nasal consonant sequences 
(denasalized), as Trigo (1993) notes. Consider (22a-d).  
 
(22)  Portuguese 

a. rw[ąǿ]  rw[iŁɎ   ȬÂÁÓÅÓȭ 
b. b[Ïǿ]   b[ ŁɎ   ȬÇÏÏÄȭ  
c. f[ąǿ]  Æ ɍÉŁɎ   ȬÅÎÄȭ 
d. [Õǿ ]   ɍÕŁɎ    ȬÏÎÅ  

Adapted from Trigo (1993:391) Example (38) 
 
(22a-d) exemplify the cases where the nasalized vowels tend to occur as vowels 
followed by a nasal segment. Accordingly, words ending in a nasalized vowel 
may be pronounced as ending in a consonant. Consider the representation of 
(22b), the bases bė vs. bᾡŁ given in (23a-b) below. 

 
(23)     a. O1  N1  O2             b. O1 N1  O2  
 
   x     x                       x    x     x  
 
    b                         b         Ł  
 
ɍŁɎ ÉÎ b[ ŁɎ ÇÉÖÅÎ ÉÎ ɉςςÂɊ seems to occur under the available final O (O2) in 
(23b). The nasal consonant occurs on the structure thanks to the final O 
position available on the template.  

The suffix final positions are also related to the base final ones since 
suffixes make the bases larger in the end in our template system. In this way, 
the existence of the base final O is also supported by the mysterious consonant 
appearance on the suffix final position, as in Turkish. The mysterious consonant 
case mentioned here is related to the appearance of an intrusive consonant [n] 
in the final position of 3sg.possessive {-sI}13 (24c) when it is followed by a case 

 
13 Kaye (1990) calls this [n] a mysterious sound. Korkmaz (2014: 116) notes that ɀn in {-
(s)In} is pronominal. It follows the third person possessive suffix {ɀ(s)I} and the 
possessive {ɀki}. It makes a bridge between those suffixes and the others:  
 
(i)   araba-Óą-n-da   ȬÉÎ ÈÉÓȾÈÅÒ ÃÁÒȭ 
       car-poss.3sg-n-loc 
 
(ii)  yan-ą-n-da-ki-n-e   ȬÔÏ ÔÈÅ ÏÎÅ ÎÅØÔ ÔÏ ÈÉÍȾÈÅÒȾÙÏÕȭ 
       next-poss-n-pron.-n-dat 
 
For further discussion on ɀn in {ɀ(s)I(n)}, see Meral (2010a, 2010b). 
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marker, such as a locative or an ablative. Note that the 3sg.possessive suffix {-
sI} has no final consonant when it is not followed by another suffix (24a) or 
followed by a copula {-y} (24b).  
 
(24)  Mysterious [n] in Turkish  
 ÁȢ ËÁÐą-Óą  ȬÄÏÏÒ-poss.3sgȭ 
 ÂȢ ËÁÐą-Óą-y-Äą  ȬÄÏÏÒ-poss.3sg-cop-ÐÁÓÔȭ 
 ÃȢ ËÁÐą-Óą-n-da  ȬÄÏÏÒ-poss.3sg-ÌÏÃȭ 
 
According to (24c), when the locative marker follows the poss.3sg marker, an 
intrusive [n] appears between the possessive and the locative markers: ËÁÐą-
Óąn-da ȬÁÔ ÈÉÓȾÈÅÒ ÄÏÏÒȭȢ 4ÈÅ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ ɉςτÃɊ ÉÓ ÇÉÖÅÎ ÉÎ ɉςυɊ ÂÅÌÏ×.  
 
(25)    O1  N1  O2  N2  O3  Na0 Oa1 Na1 Oa2    Nb0  Ob1   Nb1  Ob2   
 
    x    x     x    x              x     x     x               x        x    
 
    k    a     p    ą              Ó      ą     Î              d       a 
 
(25) above illustrates how the intrusive [n] appears after the poss.3sg marker 
(in Oa2 position). The intrusive [n] also appears before the ablative marker {-
Dan} when it follows the poss.3sg marker as stated above: ËÁÐą-Óą-n-dan ȬÄÏÏÒ- 
poss.3sg-ÁÂÌȭȢ .ÏÔÅ ÔÈÁÔ ÔÈÅ ÌÏÃÁÔÉÖÅ ɑɀDA} and ablative {ɀDAn} markers attach 
to a vowel final base as in ËÁÐą-da ȬÄÏÏÒ-ÌÏÃȭ ÁÎÄ ËÁÐą-dan ȬÄÏÏÒ-ÁÂÌȭȟ 
respectively, without an intrusive [n], unless they follow the poss.3sg marker. 
Thus, it seems that [n] is a part of the poss.3sg marker, not the locative or 
ablative marker. The important point in the discussion is that the suffix final O 
(Oa2) is an appropriate node for the intrusive [n] to attach. 
 Briefly, the final onset position is an obligatory constituent of the 
template since it is reserved for the obligatory/linking/mysterious 
consonant(s) in some languages.  

To summarize the section so far, Section 2.2. discussed the base 
template in our model and argued that the initial and final O positions are 
obligatory on the template given that (some) bases must begin and/or end in a 
consonant in some languages. Also, we referred to the theoretical necessity of 
the base initial onset position. The Initial Onset Parameter explained the 
obligatory appearance of the consonants in base initial position of some 
languages (ON) but not in others (OFF).  

In addition to all this, we have to emphasize the theoretical importance 
of the base final onset position in our model. One of the most crucial 
consequences of the new base template model offered here is that there is no 
nucleus in base (or suffix) final position, as opposed to the standard GP and the 
strict CV version of GP. This is due to the fact that we eliminated the domain 
final p-licensed empty nucleus and the Domain Final P-licensing Parameter from 
our system, as we discussed in Chapter 1. As for the differences between 
languages regarding whether they allow base final consonants (Turkish, 
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English, Polish, etc.) or do not (Vata, Italian, etc.), we offer the Final Onset 
Parameter (26) .  
 
(26)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
          Bases may end in a consonant or a vowel. 
 
To get better insight into our theory, let us compare the Final Onset Parameter 
in our template model with the Domain Final P-licensing Parameter of the 
standard GP in light of an analysis on a non-existing Italian base. We will show 
how the standard GP based analysis (27a) and our Template Model (27b) 
explain the ungrammaticality of a consonant final base in Italian.  
 
 (27)  a. The Standard GP 
 
                 * O1  N1  O2   N2    
 
      c    a     s        
 
 
 b. The Template Model 
 
            *  O1   N1   O2   
  
     c     a     s          
 
In Italian, all bases must end in a vowel. GP explains the absence of a base final 
consonant with domain final p-licensing parameter, given in (28).  
 
(28)  The Domain Final P-licensing Parameter 
 Domain-final (empty) categories are p-licensed.  

 
ON: German, Polish, Arabic. 
 
OFF: Italian, Japanese, Vata.Ο 

Adapted from Kaye (1992:13) Example (20) 
 

The final empty nuclei are not domain finally p-licensed in Italian since it sets 
the parameter (28) OFF. Therefore, N2 never becomes mute in that language; it 
must be realized. This means that the consonant final base (27a) is out in 
Italian.  
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 The Template Model, on the other hand, explains why (27b) is out in 
Italian without any need to the mechanism of domain final p-licensing. Recall 
from Chapter 1 that we criticized the domain final p-licensing since the source 
of licensing is unknown in theory. Also, there is a chicken and egg problem 
regarding the relation between the domain boundary and domain final p-
licensed nucleus. Is the final empty nucleus p-licensed since it is domain final, 
or is domain final boundary identified via the existence of a p-licensed nucleus? 
Since its existence is more confusing for the analysis, there is no place for a final 
p-licensed nucleus in our system. Also, recall that the empirical and theoretical 
analyses support our base final onset idea. Accordingly, we explain why *cas is 
out in Italian via our Final Onset Parameter. Italian sets this parameter ON since 
the unlicensed onsets cannot be melodically realized in that language. 
Therefore, the base final onsets must be melodically mute in Italian. 

In Section 2.3., we will compare and contrast our model with GP in 
more detail with respect to the final positions, boundaries and lexicon.  

2.3. The Template Model vs. Government Phonology  

As noted in Section 2.1., attempts have been made to separate bases (stems and 
roots) and affixes from each other via certain external tools, including diacritics 
(+, #) (SPE: Chomsky and Halle, 1968), levels (Lexical Phonology: Kiparsky, 
1982; Kaisse and Shaw, 1985; Mohanan, 1986; Booij and Rubach, 1987), 
brackets, and final p-licensed empty nuclei (Government Phonology: KLV, 
1990; Kaye, 1995) within past literature. The common view is that there is a 
border between the base and the affix, and the presence or absence of this 
border regulates the phonological behavior of a particular linguistic form. 
External tools, such as diacritics (+, #), rule ordering, level and affix ordering, 
are all out in our system since they try to explain the phonological data with 
extra-phonological objects.   
 In the present study, we analyze the phonology-morphology interface 
and phonological processes in Turkish and other languages in light of our new 
template model for the constituent structure, government and licensing 
mechanisms, elements and parametric variations. Thus, there will be no rules 
or levels, no rule or level ordering, no diacritics or any other external rules, and 
no bivalent features. In this respect, GP provides a more natural phonological 
account, which seems to be the closest to the model proposed here, since it 
advocates non-arbitrariness, as given in (29), in phonology.  
 
(29)  The Principle of Non-Arbitrariness 

There is a direct relation between a phonological process and the 
context in which it occurs.          

  Adapted from Kaye, Lowenstamm and Vergnaud (1990:194) 
 
The Principle of Non-arbitrariness given in (29) above highlights the importance 
of phonological contexts and precludes unnatural rules from the system of 
phonology. In the present study, we will adopt some basic principles and claims 
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of GP, such as Non-Arbitrariness, elements and binarity into our analysis. Thus, 
we will discuss the basic premises and give an overview of GP in more detail in 
Section 2.3.1. 

2.3.1. Government Phonology: Overview  

Government Phonology is a non-linear and non-derivational approach to 
phonology within the Generative Framework (KLV, 1985, 1990; Kaye, 1992, 
1995). Being against any rules, levels and orderings in the phonological theory, 
GP aims to explain the phonological processes and cross-linguistic phonological 
differences with a small number of principles and parameters in light of the 
Principle of Non-Arbitrariness given in (29) and the Minimality Hypothesis, given 
in (30).  
 
(30)  The Minimality Hypothesis  

Processes apply whenever the conditions that trigger them are 
satisfied. 

Kaye (1992:141) 
 
The Minimality Hypothesis given in (30) above is against the ordering of the 
ÒÕÌÅÓ ÏÒ ÏÎÅ ÒÕÌÅȭÓ ×ÁÉÔÉÎÇ ÆÏÒ ÔÈÅ ÁÐÐÌÉÃÁÔÉÏÎ ÏÆ ÔÈÅ ÏÔÈÅÒȢ  

For the constituent structure, there is no coda constituent in GP. O 
(onset), N (nucleus) and R (rhyme) are the only constituents in the structure 
(KLV, 1985; 1990). (31a-b) below illustrate Onset and Rhyme, respectively.   
 
(31)  a. O                b.  R 
          

    N 
 
 
The constituents represented above may branch depending on the language as 
a parametric variation in accordance with the Binarity Theorem given in (32) 
below (KLV, 1990). 
 
(32)  The Binarity Theorem  

All syllabic constituents are maximally binary.  
 
The Binarity Theorem given above eliminates ternary branching from the 
system. Also, there are some restrictions on the occurrences of phonological 
objects. Kaye (1990) argues that phonological positions are subject to the 
Licensing Principle given in (33) below. 

 
(33)  The Licensing Principle  

All phonological positions save one must be licensed within a domain. 
The unlicensed position is the head of this domain.  

Kaye (1990:306) 
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The Licensing Principle given in (33) above regulates the occurrences of onsets 
and nuclei in a domain, unlike our template model, in that all phonological 
positions do not have to be licensed: i.e. the base final onset does not need to be 
licensed so as to occur on the constituent structure, although the lack of 
licensing may cause some weakening on it.  

Note that the basic tenets of GP that we have provided so far have some 
similarities with other modules of grammar, such as syntax, in the sense of 
Chomsky (1981) and (1982). Kaye (1990, 1992) and KLV (1990) aim to show 
that phonology is parallel to syntax in terms of government and licensing 
relations. For instance, similar to syntax, government is an asymmetrical 
relation in phonology between two skeletal points defined as maximally binary 
in light of the Binarity Theorem given in (32). (34a-b) below illustrate two 
instances of government in GP.14  
 
 (34)  a. Constituent Government  
  

         O 
 
 
         
         x       x 
 

         N 
 
 
         
         x       x 
 

        R 
 
        N 
         
        x       x 
 

b. Inter -constituent Government 
 

       R 
 
       N 
         
       x       x 

   O 
 
 
 
   x 

The constituent government illustrated in (34a) occurs within the same 
constituent and is used for the licensing of phonological objects such as 
consonant clusters, long vowels or diphthongs. The inter-constituent 
government, on the other hand, occurs between two constituents and is used 
for the licensing of the phonological objects under the adjacent nodes. It is from 
right to left, unlike the constituent government (Charette, 1991:21). Note that 
the inter-constituent government given in (34b) works under the Coda 
Licensing Principle (35).  
 
(35)  The Coda Licensing Principle  

Post-nuclear rhymal positions must be licensed by the following onset.  
(Kaye, 1990:311) 

 
14 See Honeybone (1999) for more parallelism between GP and syntax. 
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Recall that there is no coda in GP. The Coda Licensing Principle given in (35) 
above allows the appearance of codas but restricts them with the presence of a 
following (full) onset.  

GP is against the binary +/- features for the description of speech 
sounds. Instead, the sound segments are expressed via univalent elements (A, I, 
U, H, etc.) in GP. The vocalic and consonantal elements are listed in (36a-j) 
(Harris, 1990; KLV, 1990; Cyran, 1995).15 
 
(36)  a. (A)     ­     [a] e. ( Ɋ    ­ occluded constriction 

b. (I)     ­     [i]  f. (h)    ­ noise 
 c. (U)          ­    [u]  g. (N)     ­ nasal       
 d. (A.U)      ­    [o]  h. (H)      ­ stiff vocal cards (voiceless) 
    j. (L)     ­ slack vocal cards (voiced) 
 
(36a-j) show that each element may have an independent phonetic 
interpretation: i.e. (A) is [r] as a consonant and [a] as a vowel (36a). Moreover, 
new segments can be formed with the elemental combinations, i.e. (A.U) is [o], 
as given in (36d). The governing relations between the constituents are defined 
in terms of the elemental complexity: the governor must be more complex than 
the governee in terms of the elemental complexity (Harris, 1990). 
 There is also a stronger version of government at the heart of the 
theory (Kaye, 1987): Proper Government (37); this holds between two nuclei 
and is responsible for vowel-zero alternations in languages such as Turkish, 
French, Arabic, Polish, German, etc. (Kaye, 1990).  
 
(37)  Proper Government 
 A properly governs B if  

1. A and B are adjacent on the relevant projection,  
2. A is not itself licensed, and 
3. Neither A nor B are government licensers.  

Kaye (1987) 
 
In cases of proper government as defined in (37), the governor has to be 
phonetically realized and no governing domain intervenes between governor 
and governee, as put forward in Kaye (1987). An example of proper 
government is illustrated in (38) below.  
 
 
 
 
 
 

 
15 Here we present the GP Elements in a classical way following Harris (1990) and KLV 
(1990). For alternative views, see Pöchtrager (2006), Kaye and Pöchtrager (2013). 



40   |   Chapter 2 

(38)  Proper Government 
 

         O 
 
 
         
         x   
 

         N 
 
 
         
         x   
 

         O 
 
 
         
         x   
 

       N 
 
 
         
       x    
 

(38) above illustrates how proper government works between two nuclear 
positions. According to the representation, a phonetically realized governor 
(the right one) governs the left one and there is no governing domain 
intervening between the two nuclear positions.  

KLV (1990) defines governing relations at the level of lexical 
representation via the Projection Principle, given in (39). The principle implies 
that there is no resyllabification in the theory. 
 
(39)  The Projection Principle  

Governing relations are defined at the level of lexical representation 
and remain constant throughout a phonological derivation.  

KLV (1990:221) 
 
This section presented the basic tenets of GP. In the next section, we are going 
to discuss GP, domains and domain boundary identification in detail.  

2.3.2. GP, Domains and the Domain Boundary Identification 
Problem  

2.3.2.1. GP and Domain Final P-licensed Nucleus  

In Standard GP, all roots and suffixes begin with an O(nset) and end in an 
N(ucleus) position, as given in (40). 
 
              Onset Licensing     Onset Licensing 

 
(40)    O1   N1  O2    N2    
 
As illustrated in (40), each onset comes with its nucleus pair in a domain and 
the nucleus licenses its onset pair. This licensing is labeled as Onset Licensing in 
Harris (1994). Consider (41).  
 
(41)  Onset Licensing  
 An onset head position must be licensed by a nuclear position. 

Harris (1994:160) 
 
Recall that there is no coda in GP and phonological forms have O N O N 
structure. However, there are many consonant final forms in languages. For this 
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reason, GP allows the final nucleus to remain empty depending on the Domain 
Final P-licensing Parameter given in (42). 
 
(42)  The Domain Final P-licensing Parameter 
 Domain-final (empty) categories are p-licensed.  

 
ON: German, Polish, Arabic. 
 
OFF: Italian, Japanese, Vata.Ο 

Adapted from Kaye (1992:13) Example (20) 
 

Recall that the status of the domain final nucleus is parametrized in GP. 
Accordingly, when languages fix the Domain Final P-licensing Parameter ON, 
their final nucleus position may be p-licensed and muted, as in German, Polish 
and Arabic; if the parameter is OFF in a given language, the words are not 
allowed to end in a consonant, as in Italian, Japanese and Vata, according to 
Kaye (1995). Note that in Chapter 4, we will argue that there is not a clear-cut 
division among languages in terms of their final position. Some languages, such 
as Japanese, may allow base final consonant appearance under some 
conditions, although Kaye puts it into the OFF-list. Also, languages which fix the 
parameter in the same way may differ from each other in terms of final 
position.   
 Regarding the Domain Final P-licensing Parameter, Kaye (1995) also 
argues that a domain final p-licensed nucleus is licensed since it is domain final. 
According to Kaye (1995), the domain boundary comes with a p-licensed 
nucleus (not with the properly governed one) (43).  
 
(43)    O1   N1  O2   N2    
 
           x 
 

            P-Licensed 
 
 
We argue that the identification of domainhood via the p-licensed empty 
nucleus is problematic in a number of respects. First, it is not clear if the 
domain boundary is the reason for the final p-licensed empty nucleus or if the 
final p-licensed empty nucleus is the reason for the domain boundary. Second, 
it is unclear what the domain boundary actually is. Moreover, it is not clear how 
the domain boundary is identified in languages which do not allow domain final 
p-licensing. Note that these points have no clear answers in the theory. 
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2.3.2.2. GP and Domains 

This section discusses the issue of domainhood as proposed in Kaye (1995). 
Kaye (1995) proposes that there are three types of domains in GP, illustrated in 
(44a-c) below.  
 
(44)  a. Independent analytic morphology 

blackboard  [[black][board]]   [[A][B]]   
 

 b. Dependent analytic morphology 
seeped  [[seep]ed]  [[A]B]    
 

 c. Non-analytic (synthetic) morphology 
kept  [kept]    [AB]   

Adapted from Kaye (1995) 
 
"ÅÆÏÒÅ ÇÏÉÎÇ ÉÎÔÏ ÔÈÅ ÄÅÔÁÉÌÓ ÏÆ +ÁÙÅȭÓ ɉρωωυɊ ÄÏÍÁÉÎÈÏÏÄ ÁÎÁÌÙÓÉÓȟ ÌÅÔ ÕÓ 
define what a domain is. According to Kaye (1995), a domain is where 
phonology applies. Accordingly, there are three types of domains: (i) 
independent analytic exemplified in (44a), (ii) dependent analytic as in (44b), 
and (iii) non-analytic as in (44c). With respect to the phonology-morphology 
interface, Kaye (1995:302) points out that morphological structure can have 
none (non-analytic) or only a little effect on phonology (analytic). In analytic 
morphology, morphological complexity is phonologically visible while non-
analytic forms are indifferent from morphologically simplex forms due to the 
fact that phonology treats them as mono-morphemic forms. The bracket pairs 
in the representations of phonological forms signal each domain where 
phonology applies, as illustrated in (44a-c) above. Phonology first applies to 
each domain and, following concatenation, to the whole string, according to 
Kaye (1995).   

Kaye (1995:308) argues that internal phonological domains let 
morphological information be visible in analytic morphology. This means that 
phonology sees the internal domain(s) but does not see the morphological 
category of the suffix. In non-analytic morphology, however, phonology cannot 
have access to the morphological information due to the absence of separate 
domains.  
 Kaye (1995) argues that morphological complexity is identified by 
phonological cues. Consider (45a-c) below, where the phonological effects of {-
al} vs. {ɀhood} suffixation on the base are illustrated. 
 
(45)  a. parent  ɍÐ åÒnt]  
 b. parent-al  [p Ò åÎÔl]  
 c. parent-hood  ɍɍÐ åÒnt]h d] 
 
In (45b) {ɀal} causes stress shift on the base parent, which is initially stressed 
in (45a): stress goes to the second vowel in (45b). In other words, {-al} causes 
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phonological change on the base. In (45c), on the other hand, -hood suffixation 
does not cause any change in the phonology of the form. In other words, the 
base parent remains initially stressed.  
 Kaye (1995:308) takes these facts as indicating that {ɀhood} suffixation 
shows respect to the integrity of the internal domain in parenthood, [[parent] -
hood]. {-al} suffixation, on the other hand, does not show respect to the 
integrity of the internal domain. In other words, it acts as if parental [parental] 
is similar to a simplex word like agenda. In Kaye (1995), the former case is 
argued to involve analytic morphology, while the latter is argued to involve 
non-analytic morphology.  
 The second point made by Kaye (1995) for the alternation between 
(45b) and (45c) comes with the phonological shapes of the forms under 
discussion. Kaye (1995) says that there is no phonological cue in parental 
telling us that it is a morphologically complex form. Accordingly, {-al} does not 
attach to the base via morphology as a result of which parental is stored as a 
single chunk in the lexicon. In (45c), on the other hand, the weird consonant 
clusters nth can never be found in a simplex English word. Therefore, 
parenthood must be a morphologically complex form. Note that this kind of 
domain identification is problematic due to the fact that the absence of a 
phonological cue does not always imply the absence of morphology, as we will 
discuss in the next section.  

In the next section, we are going to compare our model with GP and 
discuss how and why the analytic vs. non-analytic distinction of Kaye (1995) 
and other works following his system fall short of explaining the exact nature of 
suffixation and its consequences to the phonology-morphology interface in 
Turkish and other languages. 

2.3.3. The Template Model vs. GP: Boundaries in Turkish  

In our template model, we argue that all productive affixes attach to a base via 
morphology, i.e. none of these forms are frozen in the lexicon, as we argued in 
Chapter 1. Morphological information, i.e. base, prefix, and suffix is visible in the 
constituent structure via templates (46).  
 
(46)  Morphology             Prefix          Base              Suffix 

Phonology             Oz1  Nz1        O1  N1  O2  N2  O3  N3  O4         Na0  Oa1 
 
Accordingly, we propose a new constituent structure model in which a base is 
differentiated from a prefix and suffix via different templates, as illustrated in 
(46). In the new constituent structure model, all bases (vowel initial and 
consonant initial) begin with and end in an onset (empty or full), the productive 
prefixes begin with an onset and end in a nucleus, and the productive suffixes 
begin with a nucleus and end in an onset (empty or full) so that they can make 
the bases larger. The immediate theoretical consequence of this claim is that 
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there is no more domain final p-licensed empty nucleus. All the bases end in an 
onset, as shown in (47a-b). 
 
 
(47)   a.   O1  N1 O2   N2  O3     b.  O1  N1 O2  N2  O3   N3   O4 
 
       k     i     t     a     p ȬÂÏÏËȭ                a     r    a    b     a     ȬÃÁÒȭ 
 
  
The representations in (47a-b) illustrate that the initial onset position occurs in 
bases when it is full (47a) or empty (47b). Thus, the initial onset is a 
phonological left boundary marker, which shows the beginning of a new base 
(word, stem, root, etc.). Likewise, the final onset, which has no nucleus pair, O3 
in (47a) and O4 in (47b) above, is the right boundary marker. It indicates the 
point where the base ends. When two onsets occur adjacently, phonology 
understands that there is a word boundary since two onsets cannot be adjacent 
in the same constituent structure according to our template model. This is 
illustrated in (48) below.  
 
(48)  The Template Model 
 
               O1  N1  O2  N2  O3         O1  N1  O2  N2 O3   
 
               d     e    m     i     r          k    a     p     ą      ȬÉÒÏÎ ÄÏÏÒȭ 
      (I)  
           Element Spreading  

 
O3 in (48) is followed by another onset (O1) and this means that there are two 
individual bases (words). As a result, the element spreading process (I 
spreading) is blocked, i.e. *demir kepi is out.16 Our model can explain why 
element spreading cannot cross certain boundaries thanks to the templates. In 
+ÁÙÅȭÓ ɉρωωυɊ ÓÙÓÔÅÍȟ ÏÎ ÔÈÅ ÏÔÈÅÒ ÈÁÎÄȟ ÁÌÌ ÔÈÅ ÐÈÏÎÏÌÏÇÉÃÁÌ ÄÏÍÁÉÎÓ ÅÎÄ ÉÎ Á 
nucleus (empty or not). Thus, demir kapą would have a structure as given in 
(49) in the standard GP. 
 
(49)  The Standard GP 
 
               O1  N1  O2   N2  O3   N3       O1  N1  O2  N2 ȣ  
 
                d    e     m    i     r    P-Licensing       k     a    p     ą     ȬÉÒÏÎ ÄÏÏÒȭ 
      (I)  
            No Element Spreading  

 
16 Note that licensing conditions are as important as base boundaries in explaining 
element spreading (Charette and Göksel, 1996; Pöchtrager, 2009). See Chapter 5 for 
further discussion on vowel harmony and element spreading. 
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In our model, two adjacent onsets signal a boundary and block spreading, as 
ÓÈÏ×Î ÉÎ ɉτψɊȢ )Î +ÁÙÅȭÓ ÓÙÓÔÅÍȟ ÒÅÐÒÅÓÅÎÔÅÄ ÁÂÏÖÅ ÁÓ ɉτωɊȟ ÏÎ ÔÈÅ ÏÔÈÅÒ ÈÁÎÄȟ 
the element (I) cannot know that there is a boundary and cannot stop 
ÓÐÒÅÁÄÉÎÇ ×ÉÔÈÏÕÔ ÔÈÅ ÈÅÌÐ ÏÆ ÂÒÁÃËÅÔÓȟ ɍɍÄÅÍÉÒɎɍËÁÐąɎɎȢ /ÎÅ ÍÉÇÈÔ ÁÒÇÕÅ ÔÈÁÔ 
N3 is domain finally p-licensed and this indicates the domain boundary in the 
representation (49). However, the domain final p-licensing is only a vehicle to 
explain why the final nucleus is silent. It is not a domain boundary indicator. 
The previous nucleus (N2 in (49)) cannot know how N3 is muted; it cannot 
know whether N3 is domain finally p-licensed or properly governed, either. In 
other words, N3 cannot be a blocker for element spreading. The evidence for 
this comes with the suffixation illustrated in (50). 
 
(50)   The Standard GP 
 
                  O1  N1  O2  N2  O3   N3          O1  N1  O2  N2   
 
    d    e    m    i     r       P-Licensing      l     e     r    P-Licensing      ȬÉÒÏÎ-ÐÌȭ 
        (I)  
        Element Spreading 

 
The suffixation represented in (50) and the compounding in (49) are identical 
in terms of the constituent structure within the standard GP. This means that 
N3 is domain finally p-licensed both in (49) and (50). However, (I) spreads to 
the suffix N1 in (50), but it does not in (49). Thus, GP cannot solve the boundary 
problem without employing brackets, which are external objects, and against 
the Non-Arbitrariness Principle, according to which there must be a direct 
relation between a phonological process and its environment (KLV, 1990). 
Consider (51a-b), where compounding and suffixation respectively are 
differentiated from each other via brackets in the standard GP. 
 
(51)  The Standard GP 

ÁȢ ɍɍÄÅÍÉÒɎɍËÁÐąɎɎ 
 b. [[demir]ler]  
 
The brackets used in the representations in (51a-b) above are not a part of the 
constituent structure but are merely symbols, according to Kaye (1995). 
However, (49) and (50) show that brackets are not simply symbols but are also 
boundary markers. This means that without the employment of brackets, 
suffixation and compounding are exactly the same in terms of the constituent 
structure in Kaye (1995). However, our model differentiates one from the 
other, as represented in (52a-b) and explains why there cannot be element 
spreading in compounding cases, as exemplified in (52a), but there can be in 
suffixation cases, as exemplified in (52b).   
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 (52)  The Template Model 
 
              a. O1  N1  O2  N2  O3   O1   N1  O2  N2 O3   
 
     d     e    m    i      r     k    a     p     ą      ȬÉÒÏÎ ÄÏÏÒȭ 
          (I)  

                      No Element Spreading 
 
 
         b. O1  N1  O2   N2  O3  Na0 Oa1 Na1 Oa2   
 
       d     e    m    i      r             l     e     r  ȬÉÒÏÎ-ÐÌȭ 
           (I)  

  Element Spreading 

 
The representations in (52a-b) illustrate that the bases begin with and end in 
ÁÎ ÏÎÓÅÔ ÁÎÄ ÔÈÁÔ ÔÈÅ ÌÅÆÔ ÁÎÄ ÒÉÇÈÔ ȰÂÏÕÎÄÁÒÉÅÓȱ ÏÆ ÂÁÓÅÓ ÃÏÍÅ ×ÉÔÈ ÔÈÅ 
structure itself, as shown in (52a). The suffixes, on the other hand, begin with a 
nucleus, signaling that they are not bases (52b) but rather are dependents of a 
base since the initial nucleus of the suffix attaches to the base final onset. 
 In Sections 2.3.2. and 2.3.3., we compared our model with the standard 
GP and identified some basic differences between the two models with respect 
to constituent structure, licensing relations and the phonology-morphology 
interface. Let us now present a more detailed discussion of the standard GP and 
a comparison of it to our template model in Section 2.3.4. with respect to 
constituent structure, domainhood and the lexicon view.  

2.3.4. The Template Model vs. the Standard GP: Domainhood 
and Lexicon Modelling Problem  

)Î ÔÈÅ ÐÒÅÓÅÎÔ ÓÅÃÔÉÏÎȟ ×Å ÐÒÏÖÉÄÅ ÓÏÍÅ ÃÒÉÔÉÃÁÌ ÒÅÍÁÒËÓ ÆÏÒ +ÁÙÅȭÓ ɉρω95) 
analysis of domainhood. Note that the domainhood Kaye (1995) deals with is 
related to the behaviors of the suffixes. Following the phonological cues, he 
basically questions which suffixes are analytic and which are synthetic (non-
analytic). According to Kaye (1995), the regular past tense marker in English 
(53a) is analytic since V:CC is impossible in a simplex English word. 

 
(53)  a. seep-ed [[si:p]t]    [V:CC] ᾟ 

 b. kept  [kept]   [VCC] ᾛ 

 
The irregular past form kept in (53b), on the other hand, is indifferent from a 
simplex word such as apt, and consequently, it is non-analytic. The question 
raised at this point is: what if we attach the regular past tense marker to a base 
and get a simplex word-like output? 
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(54)  mass-ed [[mæs]t]? or [mæst]? 
 
(54) above exemplifies a case where a VCC sequence is used [æst]. Note that 
VCC sequences are quite usual in English, i.e. fast, cast, etc. Thus, the root+suffix 
combination in (54) does not give us any clue about the morphological 
ÂÏÕÎÄÁÒÙ ÁÃÃÏÒÄÉÎÇ ÔÏ +ÁÙÅȭÓ ÁÎÁÌÙÓÉÓȢ  

According to the standard GP (Kaye, 1995), phonology can see 
morphology only if there is a morphological footprint on phonology, i.e. 
devoicing, consonant clusters, etc. [[A]B]: seeped [[si:p]t]. If there is no 
morphological footprint on phonology, the whole structure is assumed to be 
kept as a single unit in the lexicon kept [kept]. This means that the output is 
analyzed as non-analytic.  

Our question regarding the standard GP is whether all forms labeled as 
synthetic are really stored as a single unit in the lexicon. In this case, should we 
assume that the regular past tense marker is always analytic since its 
attachment may bear unusual clusters as in seeped (V:CC)? The answer is no. 
This generalization will be arbitrary since there is no clue which shows us that 
there must be a domain boundary in (54). Should we say that the regular past 
tense marker is analytic in some cases but non-analytic in others? The answer 
is no, we should not, since this sort of argumentation leads us to arbitrariness.  
 With respect to Kayeȭs (1995) system, Scheer (2011:297) also 
questions how parsing is done with hidden morphology (no phonological 
parsing cue) as in the cases mass-ed [mæst] and stepped [stept]. He argues that 
[stept] dÏÅÓ ÎÏÔ ÐÒÏÖÉÄÅ ÁÎÙ ÐÈÏÎÏÌÏÇÉÃÁÌ ÐÁÒÓÉÎÇ ÃÕÅȟ ÓÏ ȰÌÏÏË-up of the entire 
ÉÔÅÍȱ ÉÓ ÅØÐÅÃÔÅÄ ÔÏ ÂÅ ÐÅÒÆÏÒÍÅÄȢ (Ï×ÅÖÅÒȟ ɍÓÔÅÐÔɎ ÈÁÓ ÎÏ ÍÁÔÃÈ ÉÎ ÔÈÅ 
lexicon. Scheer argues that there is no lexical item [stept] in the lexicon since it 
is derived via productive morphology. He suggests that alternative parsing 
mechanisms need to be called in.  

The questions given above are reasonable, especially when we 
consider facts from Turkish. As noted Chapter 1, there are more than 104.000 
words and 200 suffixes in Turkish. There are many productive suffixes which 
leave no footprint on phonology, such as the accusative {-(y)I} and the dative {-
(y)A} markers. Also, some suffixes, such as the plural marker {-lAr}, may leave 
morphological cues on phonology in some cases but not in others, depending 
on the phonological context. Accordingly, the standard GP view leads us to a 
position where we have to conclude that kitap-lar ȬÂÏÏË-ÐÌȭ ÉÓ ÍÏÒÐÈÏÌÏÇÉÃÁÌÌÙ 
complex due to devoicing, but araba-ÌÁÒ Ȭcar-ÐÌȭ ÉÓ ÓÔÏÒÅÄ ÁÓ Á ÓÉÎÇÌÅ ÕÎÉÔ ÉÎ Ôhe 
lexicon due to the absence of devoicing. If we think in this way, the assumption 
would be that the role of morphology is not so active and the lexicon is filled 
with too many forms (both mono-morphemic and synthetic forms).  

The crucial question related to the discussion above is whether we 
keep such a huge list in our lexicon. The answer is no in the present study, as 
we argued in Chapter 1. The productive suffixes combine with a base via 
morphology. Therefore, araba-lar  ȬÃÁÒ-ÐÌȭȟ araba-yą ȬÃÁÒ-ÁÃÃȭȟ araba-ya ȬÃÁÒ-ÄÁÔȭ 
and all other productive forms are combined via morphology and are not listed 
in the lexicon as a whole chunk. This is also reasonable in terms of semantic 
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compositionality in that synthetic morphology is expected to be semantically 
unanalyzable. In our case, however, the forms listed above are highly 
analyzable units.  

/ÕÒ ÎÅ× ÍÏÄÅÌȭÓ ÁÓÓÕÍÐÔÉÏÎ ÉÓ ÔÈÁÔ ÓÏÍÅ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÃÏÍÂÉÎÁÔÉÏÎÓ 
may leave footprints on phonology and others do not. See (55a-c). 
 
(55)  a. kitap  ȬÂÏÏËȭ 
 b. kitap-lar book-pl 
 c. kitab-ą book-acc 
 
In (55a-b), there is devoicing, which is a footprint marking the end of the base. 
(Ï×ÅÖÅÒȟ ÔÈÅÒÅ ÉÓ ÎÏ ÄÅÖÏÉÃÉÎÇ ÉÎ ɉυυÃɊȢ !ÃÃÏÒÄÉÎÇ ÔÏ +ÁÙÅȭÓ ÁÎÁÌÙÓÉÓ ɉρωωυɊȟ 
the plural marker must be analytic since it comes after the word boundary and 
the domain final p-licensed empty nucleus causes devoicing due to its lack of 
licensing power (56). 
 
 (56)    The Standard GP 
 
                                   No Onset Licensing 

 
                 O1    N1  O2 N2   O3  N3      O1  N1  O2  N2   
 
    x      x     x     x    x     x         x     x    x     x    
 
    k      i      t     a    p P-licensed   l      a     r  book-pl 

    
 

However, the accusative marker does not cause any devoicing in (55c). 
Accordingly, kitab-ą must be non-analytic and stored as a whole chunk in the 
ÌÅØÉÃÏÎ ÉÎ ÔÈÅ ÓÔÁÎÄÁÒÄ '0ȭÓ ÓÙÓÔÅÍȢ )Ô ÍÅÁÎÓ ÔÈÁÔ ÉÔ ÉÓ ÉÎÄÉÆÆÅÒÅÎÔ ÆÒÏÍ Á 
simplex form.  

In our template model, we argue against the domains of GP since that 
causes untenable results. For instance, the accusative marker is a very 
productive suffix and it is obvious that kitab-ą is derived via a morphological 
operation base+acc as kitab-ą. The only difference between kitap-lar and kitab-ą 
is that the morphology leaves a footprint on phonology (devoicing) in kitap-lar 
but not in kitab-ą. The absence of a morphological footprint on phonology does 
not mean that there is no morphology. If there is a phonological cue with 
respect to morphology, there is definitely morphology. If there is no cue, there 
may or may not be morphology. The assumption in our template model is that 
all productive suffixes that are listed in the lexicon have the same phonological 
template .ȣ/. It means that both the plural (57a) and the accusative (57b) 
markers in Turkish have their own suffixal template.   
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(57)  The Template Model 
No Onset Licensing 

 
            a. O1  N1  O2  N2  O3   Na0 Oa1 Na1 Oa2 
 
      x    x     x     x    x       x    x     x     x 
 
      k    i      t     a    p          l     a     r 
 

Onset Licensing  
 
        b. O1 N1  O2   N2  O3   Na0  Oa1  
 
      x    x     x     x    x             x      
 
      k    i      t     a    b    ą   
 
 
In (57a), the suffix initial Na0 is an empty nucleus properly governed by Na1. It is 
not the real pair of O3 since O3 and Na0 are not on the same template in the 
lexicon. Therefore, Na0 cannot license O3, and as a result, devoicing appears. 
Note that Na0 needs O3, although it cannot license O3 since every nucleus needs 
an onset in the constituent structure but O3 does not need Na0 to exist in the 
structure, as will be discussed in Chapter 3 in detail. In (57b), Na0 is not 
properly governed, so it can license O3 and no devoicing appears, although they 
are not a real pair on the single template. This is a general overview of our 
claims about productive suffixation and lexicon, but we are going to discuss all 
these in detail in Chapter 3. 

For unproductive suffixes, on the other hand, recall from Chapter 1 that 
we claim that they form a single unit with the base they attach to and that they 
occur in the same single constituent structure as in öd-lek (58a). 

 
                      Onset Licensing   
 
(58)    a. O1 N1  O2  N2  O3  N3  O4   
 
        x     x     x    x     x    x      
 
        ö    d            l     e     k       
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Onset Licensing  
 
            b. O1 N1  O2  N2  O3  N3  O4  
 
        x     x    x     x    x 
 
        a    b            l     a           
 
 
As seen in (58a-b), ödlek and abla are identical in terms of their constituent 
structure although abla (58b) is truly simplex. There is no separate template 
for the historical suffix ɀlek since it is frozen on the base to which it historically 
attached (Korkmaz, 2014:131). The evidence for the claim comes with the 
absence of devoicing: [d] under O2 would be devoiced in ödlek (58a) *ötlek if ɀ
lek were a productive suffix and had its own template similar to the plural 
marker in (57a). The base internally properly governed empty nucleus can 
license its onset pair and devoicing does not appear, as Chapter 3 will discuss in 
detail.  
 In conclusion, we compared our template model with GP in terms of 
ÄÏÍÁÉÎÓȟ ÂÏÕÎÄÁÒÙ ÉÄÅÎÔÉÆÉÃÁÔÉÏÎ ÁÎÄ ÌÅØÉÃÏÎ ÖÉÅ×Ó ÉÎ 3ÅÃÔÉÏÎ ςȢσȢ +ÁÙÅȭÓ 
claims for domain boundary, p-licensing nucleus and (non-)analytic 
morphology lead to overgeneralizations and wrong outputs. Also, the analytic 
vs. non-analytic based analysis makes the lexicon overcrowded since it 
considers morphologically produced forms such as stepped and massed as 
lexically stored. Note that the problem mentioned above can be handled in an 
account which assumes a lexicon model based on the productivity of the 
suffixes, rather than the classification of affixes as analytic vs. non-analytic on 
the basis of the presence or absence of phonological cues alone. 
 In Section 2.4., we will critically review the previous GP analyses 
regarding their lexicon views and the phonology-morphology interface 
accounts for Turkish. 

2.4. The Phonology-Morphology Interface in Turkish: The 
Previous GP Accounts 

There are a number of GP works which focus on the Turkish phonology-
ÍÏÒÐÈÏÌÏÇÙ ÉÎÔÅÒÆÁÃÅ ÉÎ ÌÉÇÈÔ ÏÆ +ÁÙÅȭÓ ÁÎÁÌÙÔÉÃ ÖÓȢ ÎÏÎ-analytic morphology 
ÄÉÓÔÉÎÃÔÉÏÎȟ ÉÎÃÌÕÄÉÎÇȡ $ÅÎ×ÏÏÄ ɉρωωψɊȟ #ÈÁÒÅÔÔÅ ɉςππτɊȟ "ÁÌÃą ɉςππφɊȟ 0ÏÌÇÜÒÄÉ 
(2006). These studies take different phonological cues into account in their 
interface analyses. Three basic claims are put forward in terms of the 
phonology-morphology interface within these studies: (i) all suffixes are 
ÁÎÁÌÙÔÉÃ ÉÎ 4ÕÒËÉÓÈ ɉ$ÅÎ×ÏÏÄȟ ρωωψȠ #ÈÁÒÅÔÔÅȟ ςππτȠ "ÁÌÃąȟ ςππφɊȠ ɉÉÉɊ ÁÌÌ 
suffixes are non-analytic in TuÒËÉÓÈ ɉdÓËÅÎÄÅÒȟ ςππψɊȠ ÁÎÄ ɉÉÉÉɊ ÔÈÅ ÍÉØÅÄ 
position of Polgárdi (1998, 2006), according to which all harmonic (vowel 
harmony) suffixes are analytic in Turkish.  
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Most of the studies mentioned above suffer from the same theoretical 
problems of Kaye (1995); therefore, we will not repeat those problems again 
for each study but will limit the discussion to other problematic aspects of 
these studies in the next section.  

2.4.1. All Suffixes are Analytic in Turkish  

2.4.1.1. Denwood (1998) and Charette (2004)  

Within GP, the domain final p-licensing is subject to the parametric variation as 
we noted in Section 2.3.2. Some languages (English, Polish) prefer it ON and the 
final nucleus is not realized. Some others (Zulu, Italian, Vata) set the parameter 
OFF and the final nucleus is realized, i.e. words end in a vowel but not in a 
consonant. However, in some languages, such as Turkish, words may or may 
not end in a consonant. Compare (59a-b), which exemplify a vowel and a 
consonant ending word, respectively. 
 
 
(59)   a. O1  N1  O2  N2      Domain Final P-licensing OFF 
 
 k     a    p    17  ȬÄÏÏÒȭ 
 
 
 
            b.  O1  N1  O2  N2       Domain Final P-licensing ON 
 
   k     a    p       ȬÃÏÎÔÁÉÎÅÒȭ 
        P-Licensing 

 
 
According to the representations in (59a-b) above, ËÁÐą ȬÄÏÏÒȭ ÉÓ Á ÖÏ×ÅÌ ÅÎÄÉÎÇ 
word, so there is no need for the domain final p-licensing. kap ȬÃÏÎÔÁÉÎÅÒȭȟ ÏÎ 
the other hand, ends in a consonant and the final nucleus has to be licensed via 
the domain final p-licensing mechanism.  

To provide an answer to the question of whether the p-licensing 
parameter is ON or OFF in Turkish, Denwood (1998)18 and Charette (2004) 
independently offer a template structure for Turkish, according to which words 
are made up of a stem template in which four positions (ONON) are available. 
Denwood (1998) and Charette (2004) put forward this template idea in order 
to explain the status of word final interpreted high vowels [ , i, u, ü], 

 
17 The IPA symbol [ ] represents the high back unrounded vowel in Turkish. We will 
use the IPA symbols when necessary and relevant to the discussion. Otherwise, we will 
go on with the orthographic characters of Turkish. 
18 Denwood (1998) also tries to explain Turkish disharmonic roots via her templates as 
ÉÎ ɍɍÂÉɎɍÒÁɎɎ ȬÂÅÅÒȭȢ 3ÅÅ #ÈÁÐÔÅÒ υ ÆÏÒ ÆÕÒÔÈÅÒ ÄÉÓÃÕÓÓÉÏÎȢ  
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consonant-zero alternations, the relation between morphology and vowel 
harmony, and the adaptation of non-Turkish words into Turkish. This stem 
template can be followed by one or more suffix templates, each of which 
contains the four positions again.19 According to the template analysis of these 
authors, domain final empty nuclei are always p-licensed, by which the authors 
try to fix the Domain Final P-licensing Parameter as ON. Accordingly, words 
ending in a high vowel, such as kedi ȬÃÁÔȭȟ ÈÁÖÅ Á ÓÔÒÕÃÔÕÒÅ ÁÓ ÒÅÐÒÅÓÅÎÔÅÄ ÉÎ 
(60) below.  
 
(60)        O1   N1   O2   N2         O3       N3         O4         N4 
 
        [[    x     x     x     x  ]       x          x           x            x   ]  
 
        k     e              d    P-Licensing                   [i]               P-Licensing 

 
Adapted from Charette (2004:14) Example (21a) 

 
According to the representation in (60), a word such as kedi ȬÃÁÔȭ ÃÏÎÓÉÓÔÓ ÏÆ Ô×Ï 
templates, i.e. two domains [[ked]i] where [i] behaves similarly to a suffix and 
occurs in the second domain. Thus, kedi ȬÃÁÔȭ ÒÅÐÒÅÓÅÎÔÅÄ ÉÎ ɉφπɊ ÁÂÏÖÅ ÈÁÓ 
dependent analytic morphology.  
 Recall that within GP, (non)-analytic domains depend on the presence 
of certain phonological cues observed on the forms. This line of reasoning puts 
the analyses of both Denwood (1998) and Charette (2004) into a difficult 
position given that they assign an analytic structure to a simplex form such as 
kedi ȬÃÁÔȭ ɍɍËÅÄɎ-i] in the absence of a phonological cue. It is a well-formed 
simplex word that forms a single domain according to Kaye (1995). On the one 
hand, the template hypothesis considers all suffixes in Turkish as involving an 
analytic structure even in the absence of a phonological cue. In this respect, 
most of the words in Turkish are analytic according to Denwood (1998) and 
Charette (2004). On the other hand, there seems to be a disconnection between 
phonology and morphology in the template model since the authors take 
neither parsing cues nor morphological productivity into consideration. With 
or without morphology, their phonological template works as it does, simply by 
counting the number of sound sequences. In our model as well, the presence of 
phonological cues is not an obligatory factor for the existence of morphology. 

 
19 Although these two analyses are similar to each other in many respects, there is a 
difference between them with respect to the presence of skeletal points under the empty 
onsets. Charette (2004:9) criticizes Denwood (1998) for unused or deleted onset(s) and 
nuclei in the structure. Charette points out that Denwood (1998) makes use of the 
Reduction Principle of Gussmann and Kaye (1993), according to which an empty nucleus 
and a following pointless onset are removed from the structure. Charette (2004) argues 
ÔÈÁÔ ÏÎÓÅÔÓ ÁÎÄ ÎÕÃÌÅÉ ÁÒÅ ÁÌ×ÁÙÓ ÌÉÎËÅÄ ÔÏ ÔÈÅ ÓËÅÌÅÔÁÌ ÐÏÓÉÔÉÏÎÓ ÉÎ $ÅÎ×ÏÏÄȭÓ ɉρωωψɊ 
template analysis, i.e. the empty onsets are not pointless in Denwood (1998). Therefore, 
ÒÅÄÕÃÔÉÏÎ ÓÈÏÕÌÄ ÎÏÔ ÂÅ ÁÐÐÌÉÃÁÂÌÅ ÉÎ $ÅÎ×ÏÏÄȭÓ ÁÎÁÌÙÓÉÓȢ 
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Phonological cues may or may not appear as a result of morphology. However, 
it does not mean that we should ignore the existence of language-specific 
phonological cues marking morphological boundaries. Also, morphological 
productivity, which is forgotten by Denwood and Charette, is a key point in our 
new model. 

The second problem of both Denwood (1998) and Charette (2004) 
comes with the domain final p-licensing idea. Recall that the crucial idea behind 
the template analysis of Denwood (1998) and Charette (2004) is to save the 
Domain Final P-licensing Parameter, which they argue to be set ON in Turkish. 
However, in order to achieve this aim, their analysis creates unnatural domains 
which have many unused onsets and nuclei. This is against the concept of the 
constituent structure, which is supposed to be as simple as possible.  

In terms of morphology, the analytic structure means that there is 
morphology. Is kedi really a result of productive morphology? To save the 
domain final p-licensed nucleus, not only do Denwood (1998) and Charette 
(2004) pay too much but also, they contradict Kaye (1995). Although Denwood 
(1998) and Charette (2004) are reasonable attempts to analyze Turkish the 
phonology-morphology interface within GP, their pseudo-morphology model 
gets them into conceptual problems with respect to lexicon and morphology.  

In the next section, we will provide some remarks for another GP based 
account of the Turkish phonology-morphology interface in the sense of Kaye 
(1995) arguing that all suffixes are analytic. 

ςȢτȢρȢςȢ "ÁÌÃą ɉςππφɊ 

"ÁÌÃą ɉςππφɊ ÉÓ ÁÎÏÔÈÅÒ '0 ÂÁÓÅÄ ÓÔÕÄÙ ÏÎ ÔÈÅ 4ÕÒËÉÓÈ ÐÈÏÎÏÌÏÇÙ-morphology 
ÉÎÔÅÒÆÁÃÅ ÆÏÌÌÏ×ÉÎÇ +ÁÙÅȭÓ ɉρωωυɊ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎȢ !ÌÔÈÏÕÇÈ ÔÈÅ ÍÁÉÎ focus of his 
×ÏÒË ÉÓ ÏÎ ÔÈÅ ÁÎÁÌÙÓÉÓ ÏÆ 4ÕÒËÉÓÈ ÃÏÎÓÏÎÁÎÔÓ ×ÉÔÈÉÎ '0ȟ "ÁÌÃą ɉςππφȡφφ-67) 
also refers to vowel harmony, consonant clusters and change in the stem final 
or suffix-initial consonants in terms of the phonology-morphology interface. He 
groups Turkish suffixes into four categories, as given in (61a-d). 
 
(61)  Types of Turkish suffixes 
 a. Suffixes like ɀken Ȭ×ÈÉÌÅȭȟ ɀki Ȭ0ÏÓÓȢȭȟ ×ÈÉÃÈ ÕÎÄÅÒÇÏ ÎÅÉÔÈÅÒ ÖÏ×ÅÌ 
 harmony nor voicing alternation 

 b. Suffixes like ɀlAr Ȭ0ÌȢȭȟ ɀsIz Ȭ×ÉÔÈÏÕÔȭȟ ÉÎ ×ÈÉÃÈ ÓÕÆÆix-initial 
 consonants do not undergo voicing alternation, but vowel harmony is 
 still at work  

 c. Suffixes like ɀDA Ȭ,ÏÃȢȭȟ -CI Ȭ!ÇȢȭ ÉÎ ×ÈÉÃÈ ÔÈÅ ÓÕÆÆÉØ-initial stop  
 undergoes voicing alternations, and vowels follow vowel harmony 

 d. Vowel-initial suffixes like ɀ(y)I  Ȭ!ÃÃȢȭȟ ɀ(y)A Ȭ$ÁÔȢȭ ×ÈÉÃÈ ÕÎÄÅÒÇÏ 
 vowel harmony and cause voicing alternation in the alternating stem-
 final stop 

"ÁÌÃą ɉςππφȡφφɊ %ØÁÍÐÌÅ ɉσφÉ-iv), respectively 
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"ÁÌÃą ɉςππφɊ ÆÉÒÓÔ ÃÌÁÓÓÉÆÉÅÓ 4ÕÒËÉÓÈ ÓÕÆÆÉØÅÓ ÉÎ ÁÃÃÏÒÄÁÎÃe with their 
phonological shape and then brings certain phonological cues into the 
consideration. He claims that the suffixes in (61a) are independent analytic due 
to the lack of vowel harmony;20 those in (61b) are dependent analytic due to 
the occurrence of three adjacent consonants;21 suffixes in (61c) are dependent 
analytic due to the phonological change in stem-final or suffix-initial plosives 
via devoicing; and finally, those vowel initial suffixes in (61d) are dependent 
analytic due to the reduction principle of Gussmann and Kaye (1993), which is 
ÃÌÁÉÍÅÄ ÂÙ "ÁÌÃą ɉςππφɊ ÔÏ ÁÐÐÌÙ ÏÎÌÙ ÔÏ ÁÎÁÌÙÔÉÃ ÄÏÍÁÉÎÓȢ !ÃÃÏÒÄÉÎÇÌÙȟ ÉÎ 
"ÁÌÃąȭÓ ÃÌÁÓÓÉÆÉÃÁÔÉÏÎȟ ÁÌÌ ÓÕÆÆÉØÅÓ ÁÒÅ ÁÎÁÌÙÔÉÃ ÉÎ 4ÕÒËÉÓÈȢ  

)Î ÔÅÒÍÓ ÏÆ ÐÒÏÄÕÃÔÉÖÉÔÙȟ ×Å ÃÁÎ ÄÅÄÕÃÅ ÔÈÁÔ "ÁÌÃąȭÓ ɉςππφɊ ÃÌÁÉÍ 
impli es that all suffixes in Turkish combine with their bases via morphology. 
"ÁÌÃą ɉςππφɊ ÁÄÁÐÔÓ ÔÈÅ ÃÏÎÓÔÉÔÕÅÎÔ ÓÔÒÕÃÔÕÒÅ ÁÎÄ ÂÒÁÃËÅÔÉÎÇ ÏÆ ÔÈÅ 3ÔÁÎÄÁÒÄ '0 
(KLV, 1990; Kaye, 1995), although he criticizes the model in these words: Ȱȣ Á 
phonological theory should be able to explain as many phenomena as possible 
by using phonological processes and principles, instead of accepting them as 
ȬÎÏÎ-ÁÎÁÌÙÚÁÂÌÅȭ ÄÉÒÅÃÔÌÙ ÃÏÍÉÎÇ ÆÒÏÍ ÔÈÅ ÌÅØÉÃÏÎȢȱ "ÁÌÃą ɉςππφȡφσɊȢ  
 With respect to his analysis, there seems to be a contradiction between 
the claims and their working processes. That is to say, he claims that he takes 
the phonological cues into consideration in (61a-d), but he seems to miss the 
point that there may not be a phonological cue in every single morphological 
combination. Let us look at the locative marker in Turkish {-DA}, which is 
ÌÁÂÅÌÅÄ ÁÓ ÁÎÁÌÙÔÉÃ ÂÙ "ÁÌÃą ɉςππφɊȟ ÇÉÖÅÎ ÔÈÁÔ ÔÈÅ ÓÕÆÆÉØ-initial stop undergoes 
voicing alternations, and vowels follow vowel harmony (62a-b). 
 
(62)  a. kitap-ta ȬÂÏÏË-ÌÏÃȭ 
 b. defter -de  ȬÎÏÔÅÂÏÏË-ÌÏÃȭ 
 
!ÃÃÏÒÄÉÎÇ ÔÏ "ÁÌÃą ɉςππφɊȟ ÔÈÅ ÌÏÃÁÔÉÖÅ ÍÁÒËÅÒ ÉÓ ÁÎÁÌÙÔÉÃ ÄÕÅ ÔÏ the vowel 
harmony and the voicing harmony between the stem final and the suffix initial 
consonants. Is element spreading really evidence for morphology? Element 
spreading can appear in simplex forms, too, as in (63a-b).  
 
(63)  a. verem         e-e                   I-Spreading from V-to-V        ȬÔÕÂÅÒÃÕÌÏÓÉÓȭ 
 b. makbuz     [makpuz]  H-Spreading from C-to-C        ȬÒÅÃÅÉÐÔȭ 
 
Both (63a) and (63b) involve element spreading from one position to another. 
The I element spreads from the first nucleus to the second one in (63a), and the 
H element spreads from the second consonant to the next one. When we 
compare (62a-b) with (63a-ÂɊȟ "ÁÌÃąȭÓ ÐÈÏÎÏÌÏÇÉÃÁÌ ÃÕÅÓ ÆÏÒ ÁÎÁÌÙÔÉÃ 
morphology seem to fail since element spreading occurs in simplex forms as 
well as morphologically complex ones. Moreover, there may be some cases 

 
20 See Chapter 5 for a detailed discussion on the interaction between element spreading 
and boundary identification in Turkish. 
21 We will refer to the base final and base internal CC clusters in Chapter 5. 
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where no phonological cue appears in the attachment of these suffixes, as given 
in (64). 
 
(64)  abi-de  ȬÅÌÄÅÒȢÂrother -ÌÏÃȭ 
 
In (64), abi-de ȬÅÌÄÅÒȢÂÒÏÔÈÅÒ-ÌÏÃȭ ÉÓ ÐÈÏÎÏÌÏÇÉÃÁÌÌÙ ÉÄÅÎÔÉÃÁÌ ×ÉÔÈ ÔÈÅ ÓÉÍÐÌÅØ 
word abide ȬÍÏÎÕÍÅÎÔȭȢ 4ÈÕÓȟ ÈÏ× ÃÁÎ ×Å ÐÒÏÖÅ ÔÈÁÔ ÔÈÅ ÌÏÃÁÔÉÖÅ ÍÁÒËÅÒ ÉÓ 
analytic? If there is no phonological cue, should the locative marker be non-
analytic, i.e. frozen with the base in the lexicon despite its high productivity? By 
ÇÒÁÎÔÉÎÇ ÐÈÏÎÏÌÏÇÉÃÁÌ ÃÕÅÓ ÁÓ ÉÎÄÉÃÁÔÏÒÓ ÏÆ ÁÎÁÌÙÔÉÃ ÍÏÒÐÈÏÌÏÇÙȟ "ÁÌÃą ɉςππφɊ 
follows Kaye (1995) and arrives at the same ambiguity. Note that this problem 
can be solved by assuming a lexicon based on the idea of the productivity of a 
suffixation process, instead of the availability of phonological cues alone, which 
is what we do in the template model.  

"ÁÌÃą ÁÌÓÏ ÔÒÉÅÓ ÔÏ ÓÕÐÐÏÒÔ ÈÉÓ ÁÎÁÌÙÓÉÓ ÖÉÁ ÃÅÒÔÁÉÎ ÔÈÅÏÒÙ ÉÎÔÅÒÎÁÌ ÔÏÏÌÓȟ 
such as the Reduction Principle ÏÆ 'ÕÓÓÍÁÎÎ ÁÎÄ +ÁÙÅ ɉρωωσɊȢ "ÁÌÃąȭÓ ÁÎÁÌÙÔÉÃ 
morphology analysis for the vowel initial suffixes comes with the Reduction 
Principle. He argues that there is an analytic domainhood if there is reduction. 
The theory internal evidence seems to be a misinterpretation of what the 
authors actually say. Gussmann and Kaye (1993) analyze Polish clusters with 
the help of domain final empty nuclei and, in order to eliminate the unused 
empty nucleus-onset sequences from the structure, they develop the Reduction 
Principle and apply it to the analytic domains in their study. However, they 
never claim that reduction can only be used when a suffix analytically combines 
×ÉÔÈ Á ÓÔÅÍȟ ÃÏÎÔÒÁÒÙ ÔÏ ×ÈÁÔ "ÁÌÃą ɉςππφȡςςɊ ÓÔÁÔÅÓȢ !ÌÓÏȟ "ÁÌÃąȭÓ ɉςππφɊ 
predictions on reduction analysis bear wrong outputs. Consider (65) where the 
final consonant of the base does not undergo devoicing, given that a vowel 
initial suffix is attached. 
 
(65)  kitab-ą  ɍɍËÉÔÁÂɎąɎ book-acc  
 
(65) above exemplifies an instance of the accusative marker, which is analytic 
ÁÃÃÏÒÄÉÎÇ ÔÏ "ÁÌÃą ɉςππφɊȢ )Æ ÔÈÅ ÁÃÃÕÓÁÔÉÖÅ ÍÁÒËÅÒ ×ÅÒÅ ÁÎÁÌÙÔÉÃȟ ÁÓ "ÁÌÃą 
(2006) argued, the suffix would follow the domain boundary/domain final p-
licensed empty nucleus in the usual sense, as in (66). 

 
(66)  *[[kitap_]ąɎ *kitap-ą  
 
The form kitab-ą ÉÓ ÅØÐÅÃÔÅÄ ÔÏ ÂÅ ÄÅÖÏÉÃÅÄ ÁÓ ÉÎ ɉφφɊȟ ÁÃÃÏÒÄÉÎÇ ÔÏ "ÁÌÃąȭÓ 
(2006) analysis, since the base final onset is followed by the domain finally p-
licensed nucleus, which cannot license the final obstruent of the base. However, 
"ÁÌÃą ɉςππφɊ ÃÌÁÉÍÓ ÔÈÁÔ ÔÈÅÒÅ ÉÓ ÎÏ ÄÅÖÏÉÃÉÎÇ ÉÎ kitab-ą, contrary to (66), due to 
the fact that the stem final consonant would be followed by a vowel after the 
reduction of the domain final p-licensed empty nucleus together with the 
empty onset in the suffix part. This reduction is represented in (67) below.  
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 (67)            Reduction 
               O1    N1  O2   N2  O3  N3             O4  N4   

                x       x     x     x    x     x                      x    ȣȢ 

              [ k       i      t     a    b  P-Licensing]           ą 

 
.ÏÔÅ ÔÈÁÔ "ÁÌÃąȭÓ ÁÐÐÒÏÁÃÈ ÔÏ ÒÅÄÕÃÔÉÏÎ ÉÓ ÐÒÏÂÌÅÍÁÔÉÃ ÉÎ ÔÅÒÍÓ ÏÆ the Projection 
Principle as given in (39). According to the Projection Principle, governing 
relations are defined at the level of lexical representation and remain constant 
throughout a phonological derivation. Reduction is for the elimination of 
ÕÎÕÓÅÄ /.ȭÓ ÆÒÏÍ ÔÈÅ ÓÔÒÕÃÔÕÒÅȟ ÎÏÔ ÔÏ ÃÈÁÎÇÅ ÔÈÅ domain internal phonological 
processes. O3 is licensed by N3 ÉÎ ɉφχɊȢ (Ï×ÅÖÅÒȟ "ÁÌÃą ÃÈÁÎÇÅÓ ÔÈÅ ÏÎÓÅÔ 
licensor after reduction. If kitap-acc is analytic, it means that phonology first 
applies to the inner domain, according to Kaye (1995). 
 
(68)  [kitap_] 
 
Given that the word kitap ȬÂÏÏËȭ ÉÓ ÆÏÌÌÏ×ÅÄ ÂÙ Á ÄÏÍÁÉÎ ÆÉÎÁÌ Ð-licensed empty 
nucleus in (68), devoicing applies. Then phonology applies to the whole string 
and it cannot touch the inner domain after concatenation. In other words, the 
governing ÒÅÌÁÔÉÏÎÓ ÃÁÎÎÏÔ ÂÅ ÓÕÂÓÅÑÕÅÎÔÌÙ ÕÎÄÏÎÅȢ !ÃÃÏÒÄÉÎÇÌÙȟ "ÁÌÃąȭÓ 
(2006) analysis of the accusative marker as involving analytic morphology 
results in a non-existent form *kitap-ą, not kitab-ą.  

4ÈÅ ÐÒÏÂÌÅÍ ÄÉÓÃÕÓÓÅÄ ÁÂÏÖÅ ÉÓ ÒÅÌÁÔÅÄ ÔÏ ÔÈÅ ÉÄÅÁ ÏÆ ȰÎÏ ÔÏÕÃÈ to the 
ÉÎÎÅÒ ÄÏÍÁÉÎȱȟ ×ÈÉÃÈ ÆÏÌÌÏ×Ó ÆÒÏÍ #ÈÏÍÓËÙȭÓ ɉρωχσɊ ÁÎÄ +ÅÁÎȭÓ ɉρωχτɊ Strict 
Cyclicity Conditionȟ ÁÃÃÏÒÄÉÎÇ ÔÏ ×ÈÉÃÈ ȰÎÏ ÃÈÁÎÇÅ ÃÏÕÌÄ ÂÅ ÅÆÆÅÃÔÅÄ ×ÉÔÈÉÎ Á 
previous cycle that did not involve crucial reference to material contained 
within the current ÃÙÃÌÅȱ ɉ'ÕÓÓÍÁÎÎ ÁÎÄ +ÁÙÅȟ ρωωσȡτσφɊȢ 3ÉÍÉÌÁÒÌÙȟ +ÁÙÅ 
ɉρωωυȡσπχɊ ÓÔÁÔÅÓ ÔÈÁÔ ȰÔÈÅ ÐÒÉÎÃÉÐÌÅ ÏÆ ÓÔÒÉÃÔ ÃÙÃÌÉÃÉÔÙ ÓÔÁÔÅÓ ÔÈÁÔ ÔÈÅ 
association created in the inner domain cannot be undone in an external 
ÄÏÍÁÉÎȢȱ 4ÈÉÓ ÉÓ ÁÌÓÏ ×ÈÁÔ 3ÃÈÅÅÒ ɉςπρρɊ ÃÁÌÌÓ ȰÎÏ ÌÏÏË ÂÁÃËȱȟ ÉȢÅȢ ÏÎÃÅ 
devoicing applies, it cannot be undone after concatenation.  
 !Ó ÓÅÅÎ ÉÎ ÔÈÅ ÐÒÅÓÅÎÔ ÓÅÃÔÉÏÎȟ "ÁÌÃąȭÓ ɉςππφɊ 4ÕÒËÉÓÈ ÐÈÏÎÏÌÏÇÙ-
ÍÏÒÐÈÏÌÏÇÙ ÉÎÔÅÒÆÁÃÅ ÁÎÁÌÙÓÉÓ ÉÓ Á ÂÉÔ ÐÒÏÂÌÅÍÁÔÉÃ ÂÏÔÈ ȰÂÅÃÁÕÓÅ ÏÆȱ ÁÎÄ ȰÉÎ 
ÔÅÒÍÓ ÏÆȱ +ÁÙÅȭÓ ɉρωωυɊ ÓÙÓÔÅÍȢ )Î the next section, we are going to discuss 
dÓËÅÎÄÅÒ ɉςππψɊȟ ÁÎÏÔÈÅÒ '0 ÁÐÐÒÏÁÃÈ ÉÎ ÔÈÅ ÓÅÎÓÅ ÏÆ +ÁÙÅ ɉρωωυɊȟ ×ÈÉÃÈ 
analyzes all Turkish suffixes as non-analytic.   

2.4.2. All Suffixes are Non-analytic  

#ÏÎÔÒÁ $ÅÎ×ÏÏÄ ɉρωωψɊȟ #ÈÁÒÅÔÔÅ ɉςππτɊ ÁÎÄ "ÁÌÃą ɉςππφɊȟ dÓËÅÎÄÅÒ ɉςππψɊ 
assumes that all suffixes in Turkish combine with roots non-analytically in 
order to explain phonological processes such as vowel-zero alternation. His 
analysis is problematic for a number of reasons. 
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The first concern here is about lexicon. Labeling all suffixes as non-
ÁÎÁÌÙÔÉÃȟ dÓËÅÎÄÅÒ ÉÍÐÌÉÅÓ ÔÈÁÔ ÁÌÌ ÐÏÓÓÉÂÌÅ ÂÁÓÅϹÓÕÆÆÉØ ÃÏÍÂÉÎÁÔÉÏÎÓ ÁÒÅ ÌÉÓÔÅÄ 
in the lexicon as separate frozen chunks and must be memorized one by one. If 
all Turkish suffixes are assumed to be non-analytic and, if he adapts Kaye 
ɉρωωυɊ ÉÎ ÈÉÓ ÁÎÁÌÙÓÉÓȟ ÈÏ× ×ÏÕÌÄ ÄÅÖÏÉÃÉÎÇ ÂÅ ÅØÐÌÁÉÎÅÄ ÉÎ dÓËÅÎÄÅÒȭÓ 
ÁÃÃÏÕÎÔȩ dÓËÅÎÄÅÒ ɉςππψȡχσɊ ÐÒÏÐÏÓÅÓ ÔÈÁÔ ÎÏÎ-analytic morphology is needed 
to explain certain phonological processes, such as vowel-zero alternation, given 
that the anÁÌÙÔÉÃ ÔÒÅÁÔÍÅÎÔ ÏÆ ÔÈÅ ÁÌÔÅÒÎÁÔÉÏÎ ÇÉÖÅÓ ×ÒÏÎÇ ÏÕÔÐÕÔÓȢ dÓËÅÎÄÅÒ 
(2008) is right in that the vowel-zero alternation is related to the empty 
nucleus position and not to the domain final p-licensed one. However, his 
analysis fails due to his assumption that all suffixes in Turkish combine with 
roots non-analytically by ignoring the lexical storage implications of being non-
analytic for a suffix. As the main focus of his study is the vowel-zero alternation 
ÉÎ 4ÕÒËÉÓÈȟ ÈÅ ÍÁËÅÓ ÔÈÅ ÁÓÓÕÍÐÔÉÏÎ ÔÈÁÔ ȰÁÌÌ ÓÕÆÆÉØÅs are non-ÁÎÁÌÙÔÉÃȱ ×ÉÔÈÏÕÔ 
supporting it on independent grounds. To save his vowel-zero account, he 
seems to pay too much to dispensing with morphology.  

2.4.3. A Mixed Position: Harmonic Suffixes are Analytic  

A relatively more comprehensive analysis for the morphological behavior of 
Turkish suffixes is provided by Polgárdi (1998, 2006), where the author 
associates harmonic suffixes with analytic morphology in Turkish (69a-b).22  
 
(69)  a. [[yüz]ün]  face-poss.2sg  ȬÙÏÕÒ ÆÁÃÅȭ 

b. [[son]lar]  end-pl   ȬÅÎÄÓȭ 
Polgárdi (2006:129) Example (26b) 

 
In (69a-b), the forms are argued to involve analytic morphology due to the fact 
that they are harmonic. Note that Polgárdi does not follow the domain final p-
licensing nucleus idea in her analysis, as we will discuss in Section 2.5.1. Also, 
she blends the principles of GP with Optimality Theory and Lexical Phonology. 
0ÏÌÇÜÒÄÉȭÓ ɉςππφɊ ÍÁÉÎ ÆÏÃÕÓ ÉÓ ÔÈÅ ÖÏ×ÅÌ ÈÁÒÍÏÎÙ ÐÈÅÎÏÍÅÎÏÎȢ 4ÈÅ ÁÎÁÌÙÔÉÃ 
vs. non-analytic morphology distinction of Kaye (1995) is considered as a 
reasonable way to give an account for the domain of vowel harmony, i.e. where 
it continues and where it stops. Accordingly, while harmonic suffixes are 
argued to be dependent analytic, the disharmonic ones are argued to be either 
non-analytic or independent analytic, depending on the stress pattern they 
have. If the disharmonic suffixes are stressable, they are non-analytic; if not, 
they are independent analytic.  

Relevant criticism may be leveled against the vagueness of the 
phonological domain: if vowel harmony applies both in analytic and non-
analytic domains, how can element spreading become evidence for the 
dependent analytic domains? Also, recall that element spreading applies 

 
22 Chapter 5 also discusses element spreading and boundary relation in terms of the 
phonology-morphology interface in Turkish. 
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according to the licensing constraints, headedness and elemental composition 
of vowels (Charette and Göksel, 1994, 1996; Pöchtrager, 2009). In this respect, 
it is not clear how we can identify the beginning and end of a phonological 
ÄÏÍÁÉÎ ÉÎ 0ÏÌÇÜÒÄÉȭÓ ɉςππφɊ ÓÙÓÔÅÍ ×ÉÔÈÏÕÔ ÔÈÅ ÈÅÌÐ ÏÆ ÂÒÁÃËÅÔÓȟ ×ÈÉÃÈ ÁÒÅ 
external and artificial tools.  
 !ÎÏÔÈÅÒ ÐÒÏÂÌÅÍ ×ÉÔÈ 0ÏÌÇÜÒÄÉȭÓ ɉςππφɊ ÐÒÏÐÏÓÁÌ ÉÓ ÔÈÁÔ ÓÈÅ ÅÍÐÌÏÙÓ 
vowel harmony for the phonology-morphology interface without considering 
other phonological cues, such as devoicing, which potentially could signal the 
base boundary in Turkish. Also, the ÁÕÔÈÏÒ ÓÔÁÔÅÓ ÔÈÁÔ ȰȣÔÈÅ ÄÉÖÉÄÉÎÇ ÌÉÎÅ 
between synthetic vs. analytic suffixes seems to be placed differently for 
ÄÉÆÆÅÒÅÎÔ ÐÈÏÎÏÌÏÇÉÃÁÌ ÐÒÏÃÅÓÓÅÓȱ ɉ0ÏÌÇÜÒÄÉȟ ςππφȡρςωɊȢ !ÃÃÏÒÄÉÎÇÌÙȟ ÓÈÅ 
implies that the domain boundaries may change depending on the phonological 
process you consider. In this respect, we can raise the questions of whether 
there really are different types of domains for each phonological process, and of 
how we will define the domain boundaries if every phonological process gives 
different resÕÌÔÓȢ 4ÈÅÓÅ ÓÅÅÍ ÔÏ ÂÅ ÌÏÏÓÅ ÇÒÏÕÎÄÓ ÉÎ 0ÏÌÇÜÒÄÉȭÓ ɉςππφɊ ÓÔÕÄÙȢ  

9ÅÔ ÔÈÅ ÏÔÈÅÒ ÐÒÏÂÌÅÍ ×ÉÔÈ 0ÏÌÇÜÒÄÉȭÓ ɉςππφɊ ÐÒÏÐÏÓÁÌ ÃÏÍÅÓ ×ÉÔÈ ÔÈÅ 
stress phenomenon that she makes use of in order to distinguish disharmonic 
suffixes. Stress is a quite complex cue for domainhood in Turkish, as it has 
strong connections to syntax, information structure, pragmatics and even 
ÄÉÓÃÏÕÒÓÅ ɉ3ÅÂİËÔÅËÉÎȟ ρωψτȠ $ÅÍÉÒÃÁÎȟ ρωψτȠ #ÈÁÒÅÔÔÅȟ 'ĘËÓÅÌ ÁÎÄ ¤ÅÎÅÒȟ 
ςππχȠ 'ĘËÓÅÌȟ ςπρπȠ 'ĘËÓÅÌ ÁÎÄ 'İÎÅĥȟ ςπρσɊȢ )Ô ÉÓ Á ÒÅÁÌ ÑÕÅÓÔÉÏÎ ×ÈÅÔÈÅÒ 
stress shows any morpheme boundary, which we will discuss in Chapter 5. 

2.4.4. Interim Summary  

As a result, the previous GP studies on the Turkish phonology-morphology 
interface would result in wrong generalizations and wrong outputs since they 
fail to represent all of the data. This is because these studies do not take various 
phonological processes and morphological productivity into consideration. 
Moreover, morphological information is reflected on phonology with certain 
unnatural tools, such as brackets, unexplainable domain final p-licensed 
nucleus, etc. In the present study, we will show how our template model, which 
assumes no domain final p-licensing and no domains in general, can explain the 
phonology-morphology interface in Turkish and other languages. 

In Section 2.5., we will discuss some previous attempts on the word 
(base) final position which also try to eliminate the domain final p-licensed 
nucleus from the phonological system, including Polgárdi (1998), Dienes and 
Szigetvári (1999) and Szigetvári (1999). We will also compare and contrast our 
model with these in terms of base final and base initial positions. 
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2.5. The Other Accounts: No Domain Final P-licensed Nucleus 

In the present section, we will compare and contrast our base final analysis 
with some previous attempts which also dispense with the domain final p-
licensed empty nucleus: Polgárdi (1998), Dienes and Szigetvári (1999) and 
Szigetvári (1999). We will have a critical look at these studies and provide 
discussion on their problematic aspects. 

2.5.1. Polgárdi (1998, 2006)  

Recall from Section 2.4.3. that Polgárdi (1998) argues against the domain final 
p-licensed empty nuclei and proposes that words do not need to end in a vowel 
(N), that they can also end in a consonant (O) in the constituent structure. 
Accordingly, Polgárdi (1998) claims that consonant-final words end in an onset 
(70a) and -final words23 end in an empty nucleus which gets its phonetic 
interpretation due to the lack of licensing (70b).  

 
(70)   a.    O1  N1  O2   
 
           k    a    p   ȬÃÏÎÔÁÉÎÅÒȭ 
                       
 
  b.    O1  N1  O2  N2 
 
          k    a     p       ȬÄÏÏÒȭ 

               Adapted from Polgárdi (1998:41) Examples (28a-b)     
 
The representations in (70a-b) show that words may end both in a vowel and 
in a consonant. Accordingly, Polgárdi (1998) rightly eliminates the domain final 
p-licensed empty nucleus from the representation since the source of the 
licensing is always a question in the literature, as discussed in Chapter 1. Also, 
the magical licensing of the domain finally p-licensed nucleus is problematic in 
terms of the Non-Arbitrariness Principle of GP.  

(Ï×ÅÖÅÒȟ 0ÏÌÇÜÒÄÉȭÓ ÓÙÓÔÅÍ ÉÓ ÎÏÔ ×ÉÔÈÏÕÔ ÐÒÏÂÌÅÍÓȟ ×ÈÉÃÈ ÃÏÍÅ ×ÉÔÈ 
the fact that the constituent structure seems to change according to every 
single form. Her discussion implies that if there is a vowel final word, the 
structure ends in an N, as in the case of (70b). If there is no vowel at the end of a 
word, the structure ends in an O, as in the case of (70a). This may lead us to 
conclude that the constituent structure changes according to the phonological 
input. This means that every time we have a new form (vowel/consonant final), 
we would have a different constituent strÕÃÔÕÒÅ ÁÃÃÏÒÄÉÎÇ ÔÏ 0ÏÌÇÜÒÄÉȭÓ 
analysis. It seems that there is a one-to-one match between the constituent 

 
23 Different from the representations in the present work, Polgárdi (1998) represents 
high back unrounded vowel as [ Ɏ ÉÎ 4ÕÒËÉÓÈȢ 
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ÓÔÒÕÃÔÕÒÅ ÁÎÄ ÔÈÅ ÒÅÁÌ ÓÏÕÎÄÓȢ 4ÈÅ ÒÅÌÅÖÁÎÔ ÑÕÅÓÔÉÏÎ ÆÏÒ 0ÏÌÇÜÒÄÉȭÓ ÁÎÁÌÙÓÉÓ ÉÓ 
why we need constituent structure if there is one-to one correspondence 
between sounds and constituents. To sum up, although the elimination of the 
domain final p-licensed empty nucleus is reasonable in Polgárdi (1998), to 
change the constituent structure according to the sounds of a phonological 
form does not seem to be a theoretically justifiable claim.  

Another critical point about Polgárdi (1998) is related to her analytic 
vs. non-analytic domains, mentioned in Section 2.4.3. She dispenses with the 
idea of the domain final p-licensed empty nucleus but still keeps the domains as 
identified by Kaye (1995). The domain final p-licensed empty nucleus is 
assumed to be a boundary indicator in Kaye (1995). How does Polgárdi define 
her domains in its absence? The domain boundaries are illustrated via brackets 
in Polgárdi, too, and these brackets are external phonological objects, i.e. they 
are not different from the SPE type diacritics. Therefore, the representations 
ÇÉÖÅÎ ÉÎ ɉχρɊ ÂÅÌÏ× ÁÒÅ ÎÏÔ ÄÉÆÆÅÒÅÎÔ ÆÒÏÍ +ÁÙÅȭÓ ɉρωωυɊ ÄÏÍÁÉÎÈÏÏÄ ÁÎÁÌÙÓÉÓ 
in terms of bracketing. 
 
(71)  [[yüz]ün]   face-poss.2sg  ȬÙÏÕÒ ÆÁÃÅȭ 

[[son]lar]  end-pl   ȬÅÎÄÓȭ 
Polgárdi (2006:129) Example (26b) 

 
4ÈÅÓÅ ÐÏÉÎÔÓ ÓÅÅÍ ÔÏ ÐÕÔ 0ÏÌÇÜÒÄÉȭÓ ɉρωωψȟ ςππφɊ ÁÎÁÌÙÓÉÓ ÉÎÔÏ Á ÄÉÆÆÉÃÕÌÔ 
position in terms of constituent structure and the phonology-morphology 
interface. Let us now see how Dienes and Szigetvári (1999) and Szigetvári 
(1999) eliminate the domain final p-licensed empty nucleus. 

2.5.2. Dienes and Szigetvári (1999) and Szigetvári (1999)  

Similar to Polgárdi (1998), Dienes and Szigetvári (1999) and Szigetvári (1999) 
argue that domain final p-licensing does not seem to be a satisfactory 
explanation for the word final silent nucleus. There is no need for a domain 
final p-licensed empty nucleus since it neither governs nor licenses anything. In 
this respect, they develop a novel phonological representation model 
alternative to the Standard GP and strict CV accounts by eliminating the domain 
final p-licensing and arguing for a new definition of licensing.  

Dienes and Szigetvári (1999) and Szigetvári (1999) claim that the 
constituent skeleton is made up of VC units instead of CV or ON. This mirror 
image of the one proposed in the strict CV approach to the constituent structure 
is illustrated in (72).  
 
(72)  VCVCVC 
 
According to the representation given in (72) above, the constituent structure 
begins with a V and ends in a C.  Dienes and Szigetvári (1999) and Szigetvári 
(1999) argue that the model in (72) is universal.  
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Regarding the model offered in Dienes and Szigetvári (1999) and 
Szigetvári (1999), our first criticism is with the initial V given in (72): A (V) or 
(N) needs an onset to its left in phonological theory, as we discussed in Section 
2.2.2.1. Onset satisfaction and licensing power of the nucleus are two 
motivations for the onset need of a nucleus. A (V) (or N) without an onset pair 
cannot occur in the constituent structure, as opposed to the claim of Dienes and 
Szigetvári (1999) and Szigetvári (1999).  
 Another critical point in Dienes and Szigetvári (1999) and Szigetvári 
(1999) is  
with their phonology-morphology interface system. How do suffixes differ from 
words (bases) in their model, and how do they explain the phonology-
morphology interface? Their model seems to handle the phonology-
morphology interface via small (empty) v and c positions (c and v are for empty 
slots), as given in (73). Consider (73) (the geometric shapes are mine) to see 
the use of small c and v positions. 
              Suffix   

  
      
(73)  v         C           V           C           V c v             C 
 
            k                       p           i                 d 

Adapted from Szigetvári (1999:106) Example (75a) 
 
(73) above involves the representation of the word copied. For (73), Szigetvári 
argues that the fourth small v (circled in the representation) is silent since it 
indicates the suffix initial position. According to Szigetvári, the initial small v 
(the squared one) is always silent and the final c (the one in the triangle) may 
bÅ ÓÉÌÅÎÔȢ )Î 3ÚÉÇÅÔÖÜÒÉȟ ÔÈÅ ÓÍÁÌÌ ÖȭÓ ÁÒÅ ÁÌ×ÁÙÓ ÓÉÌÅÎÔȟ ÁÎÄ ÓÏ ÄÏ ÎÏÔ ÎÅÅÄ ÔÏ ÂÅ 
ÍÕÔÅÄ ÂÙ ÐÒÏÐÅÒ ÇÏÖÅÒÎÍÅÎÔȢ (Ï× ÁÎÄ ×ÈÙ ÔÈÅÓÅ ÓÍÁÌÌ ÖȭÓ ÁÒÅ ÓÉÌÅÎÔ ÉÓ ÎÏÔ 
clear. Szigetvári eliminates the domain final p-licensed empty nucleus from his 
model given that it is useless and its source is not clear. However, his 
ÎÏÎÄÅÓÃÒÉÐÔ ÓÍÁÌÌ ÓÉÌÅÎÔ ÖȭÓ ÓÅÅÍ ÉÎÄÉÆÆÅÒÅÎÔ ÆÒÏÍ ÔÈÅ ÄÏÍÁÉÎ ÆÉÎÁÌ Ð-licensed 
ÎÕÃÌÅÉȢ 4ÈÅ ÓÍÁÌÌ ÖȭÓ ÓÅÅÍ ÍÏÒÅ ÌÉËÅ ÅØÔÅÒÎÁÌ ÐÈÏÎÏÌÏÇÉÃÁÌ ÏÂÊÅÃÔÓ ÁÎÄ ÈÅÎÃÅ 
problematic in terms of non-arbitrariness.  

In SzigetváriȭÓ ÁÎÁÌÙÓÉÓȟ ÖÏ×ÅÌÓ ɉÎÕÃÌÅÉɊ ÁÒÅ ÓÅÇÍÅÎÔÓ ÔÈÁÔ ×ÁÎÔ ÔÏ 
surface, unless there is something which prevents them from doing so (proper 
government). Vowels (nuclei) are inherently loud and they are mute when 
governed. The V position governs and/or licenses the preceding nucleus and 
ÏÎÓÅÔ ÉÆ ÉÔ ÉÓ ÎÏÔ ÉÔÓÅÌÆ ÇÏÖÅÒÎÅÄ ÉÎ $ÉÅÎÅÓ ÁÎÄ 3ÚÉÇÅÔÖÜÒÉȭÓ ɉρωωωɊ ÁÎÄ 
3ÚÉÇÅÔÖÜÒÉȭÓ ɉρωωωɊ ÁÎÁÌÙÓÅÓȢ 4ÈÅÙ ÁÒÇÕÅ ÔÈÁÔ Á ÐÒÏÐÅÒÌÙ ÇÏÖÅÒÎÅÄ ÅÍÐÔÙ 
nucleus cannot license anything. We are against this argument, too. Onset 
licensing may not be necessary and an onset can survive without being licensed 
in our model, too, but this does not mean that the properly governed nuclei 
cannot license their onsets. Our claim is that a nucleus licenses an onset if it has 
licensing power. Our model refutes SzigetváriȭÓ ÁÒÇÕÍÅÎÔ ÁÎÄ ÓÈÏ×Ó ÈÏ× Á 
properly governed base internal nucleus can license its onset in relation to 
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Turkish devoicing, as given in Sections 2.3.4. and 2.5.2, and will be discussed in 
Chapter 3 in a more detailed way. Remember our examples (58b) and (57a) 
from Turkish given in Section 2.3.4. and repeated here as (74a-b).   
 
                 Onset Licensing   Proper Government 

 
(74)   a. O1  N1  O2   N2   O3   N3  O4   
 
        x     x      x     x     x 
 
        a     b              l     a             
 
 

                                                               No Onset Licensing    Proper Government  
 
            b.   O1   N1   O2    N2    O3         Na0  Oa1 Na1 Oa2 
 
    x      x      x       x     x       x    x     x       x 
 
     k      i      t       a      p          l     a       r   

   

 
In (74a), there is only a base, i.e. there is no suffixation. N2 needs an Onset (O2) 
both for onset satisfaction and licensing in (74a), since it is a licensor. The 
evidence for the idea that N2 can license O2 comes with the absence of devoicing 
in O2. If N2 did not license O2, devoicing would appear: *apla.  

The suffix initial properly governed nucleus, on the other hand, is not 
an onset licensor in languages such as Turkish. For instance, the suffix initial 
properly governed Na0 in (74b) needs an Onset (O3) only for onset satisfaction, 
but not for licensing, i.e. Na0 is not a proper licensor for the base final Onset 
(O3). Therefore, the onset satisfaction is the only motivation for Na0ȭÓ ÎÅÅÄ ÆÏÒ 
an onset.   

Chapter 3 will discuss the suffix initial properly governed empty 
nucleus in detail, but to briefly state here, the reason for the suffix template in 
(74b) to stick to the base template is not licensing but onset satisfaction only, 
since Na0 has no onset pair otherwise. Recall that suffixes are morphologically 
bound to a base. Thus, the absence of an onset pair in the suffix initial position 
shows the phonological dependency of the suffix on the base in our model: the 
morphological dependency of a suffix is visible on phonology via our template 
system.  

Also, in Dienes and Szigetvári (1999) and Szigetvári (1999), the base 
final onset has no nucleus pair which can license it. Recall that they eliminated 
the domain final p-licensed empty nucleus from their system since it neither 
governs nor licenses anything. In this respect, the question may be whether 
licensing is necessary for an onset or not to survive on the constituent 
structure. Contrary to what is argued by Harris (1994) about onset licensing 
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given in (41) and repeated here as (75), Dienes and Szigetvári (1999:18) argue 
that onset positions (C positions in their terms) do not have to be licensed.  
 
(75)  Onset Licensing  
 An onset head position must be licensed by a nuclear position. 

Harris (1994: 160) 
 
Dienes and Szigetvári (1999) and Szigetvári (1999) argue that the inherent 
property of consonants is muteness. They become loud when governed. This 
means that a consonant does not need to be licensed to be silent. Dienes and 
Szigetvári (1999) claim that licensing only supports the maintenance of the 
melodic material in the licensed position, that there is nothing to prevent an 
unlicensed C position from surfacing, but is inclined to undergo lenition such as 
debuccalization and devoicing as a result of unlicensing. What kind of lenition a 
language undergoes depends on the sub-parameter(s) the language sets, as we 
will discuss in Chapter 3 and Chapter 4. 

Similar to Dienes and Szigetvári (1999) and Szigetvári (1999), in our 
model the base final onset has no nucleus pair. In Section 2.2., we noted that 
nuclei need onsets but not vice versa. Thus, the single final onset without a 
nucleus pair is fine in our system, too. In line with Dienes and Szigetvári (1999) 
and Szigetvári (1999), we argue that onsets may survive if they are not licensed 
by a nucleus, although this will come at a price, such as devoicing, 
debuccalization, etc.  

In conclusion, Polgárdi (1998), Dienes and Szigetvári (1999) and 
Szigetvári (1999) can be considered as three significant attempts to eliminate 
the domain final p-licensed empty nucleus from the constituent structure. 
However, their constituent structure and phonology-morphology interface 
accounts seem to be problematic, for the reasons we have discussed above. In 
the present study, we aim to analyze the phonology-morphology interface 
wit hin our new template model by eliminating the problems the previous 
accounts came across. 

2.6. Chapter Summary 

In the present chapter, we discussed our new phonological template model in 
detail and presented the empirical and theoretical evidence for the initial and 
final onset positions in our base template (76a-c).  
 
(76)   a.             b.             c. 

Prefix Base Suffix 
ON /ȣ/ NO 
 
 

                             /ȣ O 
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We argued that the base initial and final O, which are natural boundary markers 
in phonology, are necessary on the template since these positions are 
obligatorily filled out in a number of languages. The base initial O is also 
necessary due to licensing and onset satisfaction reasons. We put forward as a 
new parameter the Initial Onset Parameter to distinguish languages in which 
the base initial consonant is obligatory from those in which the base initial 
consonant does not need to be realized.  
 
(77)     The Initial Onset Parameter 
              The base initial onsets must be melodically realized. 
 
 ON: Modern Arabic, Ute, Ingush, Djapu, Nyangumarta, Warlpiri:  
    Bases must begin with a consonant, not with a vowel. 
  
 OFF: English, French, Turkish: 
           Bases may begin with a consonant or a vowel. 
 
Also, we argued that the final O is theoretically essential to explain the base 
final phonological processes, which will also be discussed in Chapters 3 and 4.  

In the present chapter, we compared our model and the Final Onset 
Parameter (78) with some previous GP accounts in terms of the final position, 
boundary identification and lexicon view.  

 
(78)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
          Bases may end in a consonant or a vowel. 
 
Also, we referred to some other accounts which also eliminate the domain final 
p-licensed nucleus. In the standard GP, all stems, suffixes and prefixes begin 
with an O and end in an N (KLV, 1985; KLV, 1990), and onsets and nuclei come 
as pairs. Likewise, in the Strict CV approach (Lowenstamm, 1996; Scheer, 
2004), every unit begins with a CV and ends in a CV. In Dienes and Szigetvári 
(1999) and Szigetvári (1999), all words and suffixes begin with a V and end in a 
C as noted in Section 2.5.2. How these two approaches represent the 
constituent structure is given in (79a-b) below. 

 
(79)  a. O N ... O N / C V..C V The Standard GP / The Strict CV approach 

b. V C 6 ȣ #  Dienes and Szigetvári (1999) 
 
However, none of the studies above distinguishes bases (root or stems) from 
suffixes or prefixes. What these models do instead seems to be stipulating 
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boundary markers in order to explain the phonology-morphology interface in 
languages: the domain final p-licensed empty nucleus in the Strict CV approach; 
ÂÒÁÃËÅÔÓ ÉÎ ÔÈÅ 3ÔÁÎÄÁÒÄ '0Ƞ ÁÎÄ ÌÉÔÔÌÅ Ö ÁÎÄ ÃȭÓ ÉÎ 6# ÔÈÅÏÒÙȢ (Ï×ÅÖer, the 
ÐÒÅÓÅÎÔ ÓÔÕÄÙȟ ÁÓ Á ÎÏÖÅÌ ÁÔÔÅÍÐÔȟ ÔÒÉÅÓ ÔÏ ÄÉÓÔÉÎÇÕÉÓÈ ȰÂÁÓÅÓȱ ÆÒÏÍ ȰÓÕÆÆÉØÅÓȱ 
ÁÎÄ ȰÐÒÅÆÉØÅÓȱ ÖÉÁ ÐÈÏÎÏÌÏÇÉÃÁÌ ÔÅÍÐÌÁÔÅÓȟ ×ÈÉÃÈ ÁÒÅ ÅÍÐÉÒÉÃÁÌÌÙ ÁÎÄ 
theoretically supported. 
 In Chapter 3, we will test our model and the Final Onset Parameter in 
Turkish and try to see how it works in the Turkish phonology-morphology 
interface. We will also discuss devoicing in Turkish as a lenition process 
appearing as a result of a sub-parametric choice, the Non-Continuant Voice 
Parameter (OFF), occurring under the Final Onset Parameter. 
 





CHAPTER 3 

4ÈÅ /ȣ/ 4ÅÍÐÌÁÔÅ -ÏÄÅÌ ÉÎ 4ÕÒËÉÓÈȡ 4ÈÅ 
Base Template, Affixation and The Final Onset  

3.1. Introduction  

Recall from Chapter 1 and Chapter 2 that the main objectives of the present 
study are: (i) to develop a phonological model in order to identify morpheme 
boundaries (differentiating the bases (stems and roots) from affixes) in 
phonology; and (ii) to give an account for phonological processes without 
referring to diacritics, brackets or other extra-phonological objects. In this 
respect, (i) we argue for a novel universal template model for bases, prefixes and 
suffixes; (ii) we put forward a new parameter, the Final Onset Parameter, in 
order to explain the base final differences among languages; and (iii) we 
develop a Parametric Hierarchical System to give a theoretical account for the 
base final micro variations within and among languages.  

With respect to the first point, Chapter 1 introduced our new universal 
template model for prefixes, bases and suffixes, (1a-c), respectively; and 
Chapter 2 discussed the Template Model in a more detailed fashion by giving 
empirical and theoretical justifications for it.  
 
(1)   a.             b.             c. 

Prefix Base Suffix 
ON /ȣ/ NO 
 

 
                                /ȣ O 
 
According to (1a-c), the specific morphological categories such as base 
(root/stem) (1b), prefix (1a) and suffix (1c) are visible with their own 
identified constituent structures in phonology in the existence of morphological 



68   |   Chapter 3 

productivity: i.e . only bases begin with and end in an O (1b); the prefix final N 
(ON) implies the boundness of the form to the base on the left (1a) while the 
initial N of the suffix (NO) shows its boundness to the base on the right (1c) in 
accordance with the Clash Principle, which bans adjacent *OO and *NN 
sequences in the same row.24 These unique constituent structures are called 
ȰÔÅÍÐÌÁÔÅÓȱ ÉÎ ÏÕÒ ÍÏÄÅÌȟ ÔÈÁÎËÓ ÔÏ ×ÈÉÃÈ ÐÈonological processes and the 
phonology-morphology interface are non-arbitrarily explainable.   
 In Chapter 2, we claimed that the base initial and final onset positions 
must exist in the template model since the base initial and/or final consonants 
are obligatory in some languages. Also, we argued for the theoretical necessity 
of these positions by comparing our model with previous accounts (GP and 
other frameworks) in terms of domains, the domain boundary identification 
and lexicon. In this respect, we proposed a new parameter: The Initial Onset 
Parameter, which gives a theoretical account for why the initial consonant is 
obligatory in some languages but not in others.  

With respect to onset licensing, we argued that every onset is licensed 
by its pair nucleus except the final one, since it has no nucleus pair. Accordingly, 
we observed that some languages (2b) allow the base final onset to be 
melodically realized but some do not (2a). We explain this difference with the 
Final Onset Parameter (2) as a parametric variation among languages.  

 
(2)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
          Bases may end in a consonant or a vowel. 
 
According to the Final Onset Parameter (2), the ideal case for the base final 
onset is muteness, as in the case of the Final Onset Parameter-ON languages. 
Nevertheless, we observe that the base final onset may be melodically realized 
in the Final Onset Parameter-OFF languages but with some language specific 
restrictions to the base final onset. It means that there are some limitations on 
the base final onset in the Final Onset Parameter-OFF languages, even if the 
onset does not have to be muted. Which restrictions apply to the base final 

 
24 Recall from Chapter 2 that we use different sub-symbols for prefixes, suffixes and 
bases so that they can be differentiated from each other as in (i):  
 
(i)     ȢȢȢ ÐÒÅÆÉØ  Ϲ   ÐÒÅÆÉØ  Ϲ   ÂÁÓÅ       Ϲ    ÓÕÆÆÉØ   Ϲ     ÓÕÆÆÉØ  ȣ  
        Oy1Ny1      Oz1Nz1       O1N1ȣ/x     Na0 Oa1        Nb0Ob1 

 
Note that these symbols have no place in phonology but they are only used to follow the 
arguments more easily. 
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onset of a given language depends on the sub-parameters that the language 
fixes.  

For instance, Malayalam fixes the Final Onset Parameter OFF so that the 
base final onset may be melodically filled out. However, there are some 
restrictions since the ideal case is the muteness for the base final onset. For 
instance, obstruents cannot occur base finally in Malayalam. We argue that the 
reason for the fact that the obstruents are restricted from the base final onset 
position in Malayalam is that it fixes the Obstruent Parameter ON (3), which is a 
sub-parameter of the Final Onset Parameter, as we will discuss in Chapter 4. 

 
(3)  The Obstruent Parameter  
              The base final onset must be a non-obstruent.  
 
 ON: Malayalam: 
          Only the non-obstruent Cs occur in the base final O position. 
 
 OFF: Thai, Vietnamese, English, Dutch, etc.: 
           The obstruents may occur in the base final O position. 

 
Accordingly, the absence of the obstruents in the base final onset in Malayalam 
is the result of the Obstruent Parameter occurring under the Final Onset 
Parameter, as we will discuss in detail in Chapter 4. But for now, we should 
keep in mind that some sub-parameters occur under the Final Onset Parameter-
OFF setting, which restricts the base final onset position in different ways since 
the base final onset is ideally as restricted as possible according to the Final 
Onset Parameter.  
 Regarding the second point of the study, the present chapter aims to 
apply our template model and the licensing mechanisms into data from Turkish 
in order to show how the model works in bases and affixation in terms of the 
phonology-morphology interface. Our focus will be on the Final Onset 
Parameter and its effects on Turkish. As argued in Chapter 2, Turkish fixes the 
Final Onset Parameter OFF and allows the base final O to be melodically 
realized. However, there are some restrictions similar to Malayalam: the voiced 
non-continuant obstruents are not allowed to occur in base final onset position, 
so devoicing is observed in the base final voiced non-continuant obstruents in 
Turkish. Why does devoicing appear in the base final onset in Turkish but not 
in English, although both languages fix the Final Onset Parameter OFF? The 
answer is that, different from English, Turkish fixes the Non-Continuant Voice 
Parameter OFF (4), which is also a sub-parameter of the Final Onset Parameter.  
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(4)  The Non-Continuant Voice Parameter  
 The base final non-continuant obstruents can be voiced. 
   
 ON: Kobon, Inupiaq, English, French: 
         Both voiced and voiceless obstruents may occur in the base final  
         position. 
 
 OFF: Thai, Vietnamese, Dutch, German, Turkish, etc.: 
                          The base final non-continuant obstruents must be voiceless. 
 
We argue that the Non-Continuant Voice Parameter is the sub-parameter of the 
Final Onset Parameter since the non-continuant obstruents can occur in the 
base final position only if the Final Onset Parameter allows the base final onset 
to be melodically filled out. 
 The present chapter will analyze the devoicing issue in Turkish in light 
of the Final Onset Parameter, the Non-Continuant Voice Parameter, suffixation 
and lexicon. Also, the chapter will introduce a new type of nucleus, the Pointed 
Empty Nucleus, in order to explain the exceptions to devoicing in Turkish (and 
some other cross-linguistic points). We will claim that the Pointed Empty 
Nucleus can explain other phonological points in Turkish and in other 
languages as well, as will be discussed in Chapter 4. In addition, we will 
question the existence of prefixes in Turkish by referring to our template model 
and productivity mentioned in Chapter 1.  
 Note that Chapter 3 will mostly focus on Turkish, but Chapter 4 will 
provide further discussion on other languages in terms of the base final onset, 
the Final Onset Parameter, sub-parameters and the Parametric Hierarchical 
System, which is in fact the third major claim in our study.  
 The organization of the chapter is as follows. Section 3.2. will discuss 
devoicing in Turkish in light of the Final Onset Parameter. This section will 
analyze devoicing in terms of onset licensing, suffixation and lexicon. In Section 
3.3., we will discuss suffixes in detail and argue for the existence of a new 
constituent, the Pointed Empty Nucleus, although the universal implications of 
this special nucleus will be accounted for in Chapter 4. The section will also 
compare different types of empty nuclei which occur in the constituent 
structure. In Section 3.4., we will present a discussion on prefixation in Turkish 
and argue that Turkish has no prefixes. Section 3.5. will summarize the chapter.  

3.2. The Final Onset Parameter and the Restrictions on 
Turkish Base Final Onset  

In the present section, we are going to discuss the issue of devoicing as the 
restriction on the base final O in Turkish. Recall that the Final Onset Parameter 
is OFF in Turkish; thus, that position does not need to be mute. On the other 
hand, the base final onset is not free to have any consonants although it does 
not have to be mute: the voiced non-continuant obstruents cannot occur in the 
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base final position in Turkish according to the Non-Continuant Voice Parameter. 
As a result, they undergo devoicing. In Section 3.2.1., we will first describe 
devoicing in general as it occurs in various languages and in Turkish. Then we 
will provide detailed discussion on how our model approaches the devoicing 
process in Turkish.  

3.2.1. Devoicing in Turkish  

Final devoicing refers to the change in the voicing quality of a voiced consonant 
in the base/word final position: a voiced obstruent devoices when it occurs in 
word (base) final position (van Oostendorp, 2015a). A number of languages 
have been observed to have base final devoicing depending on certain 
phonological conditions (Brockhaus, 1995 and 1999 for German; Berendsen, 
1983, van Oostendorp, 2008, Hermans, 2010 for Dutch; Gussmann, 1992 for 
Polish; Grijzenhout, 2000a-b for German and Dutch). Consider the examples 
from Dutch given in (5a-b) (van Oostendorp, 2007, 2008), from German given 
in (5c-d) (Grijzenhout, 2001), and Polish given in (5e) (Cyran, 2008).  
 
(5)  a. kwa[d] -    ȬÁÎÇÒÙ ɉ!44Ɋȭ  /  kwaa[t]           ȬÁÎÇÒÙ ɉ02%$ȢɊȭ 
 b. b ɍd]- n  'beds'    /  b ɍt]            ȬÂÅÄͻ   

c. hun[d]-e  ȬÄÏÇÓȭ  /  hun[t]            ȬÄÏÇȭ 
 d. bewei[z]-e ȬÔÏ ÐÒÏÏÖÅȭ /  bewei[s]          ȬÐÒÏÏÆȭ 

e. no[g]a  ȬÌÅÇȟÎÏÍȢÓÇȭ  /   nÏǲ[k]             Ȭleg-ÇÅÎȢÐÌȢȭ  
 
(5a-e) above illustrate how voiced obstruents [d, z, g] are devoiced word finally 
[t, s, k]. In Turkish too, a change has been observed in the voicing quality of the 
base final voiced non-ÃÏÎÔÉÎÕÁÎÔ ÏÂÓÔÒÕÅÎÔÓ ÓÕÃÈ ÁÓ ɍÂɎᴼɍÐɎȟ ɍÄɎᴼɍɎȟ ɍÄɎᴼ[t], 
ɍÇɎᴼɍËɎ ÄÅÐÅÎÄÉÎÇ ÏÎ ÔÈÅ ÐÈÏÎÏÌÏÇÉÃÁÌ ÃÏÎÔÅØÔ ɉ,ÅÅÓȟ ρωφρȠ ,Å×ÉÓȟ ρωφχȠ 
Foster, 1969; Sebüktekin, 1971; Underhill, 1976; Demircan, 1978; Kaisse, 1986; 
ÖÁÎ ÄÅÒ (ÕÌÓÔ ÁÎÄ ÖÁÎ ÄÅ 7ÅÉÊÅÒȟ ρωωρȠ )ÎËÅÌÁÓ ÁÎÄ /ÒÇÕÎȟ ρωωυȠ +ÏÐËÁÌÌąȟ 
1993; Kornfilt, 2013; Kallestinova, 2004; Beckman and Ringen, 2004; 
%ÒÇÕÖÁÎÌą-Taylan, 201125; 'ĘËÓÅÌ ÁÎÄ +ÅÒÓÌÁËÅȟ ςπρρȠ 9ÁÖÕÚ ÁÎÄ "ÁÌÃąȟ ςπρρȠ 
Korkmaz, 2014). Remember that in Turkish, we argue that the Final Onset 
Parameter is fixed OFF. Therefore, the base final onset does not have to be 
melodically mute. However, this is not to say that every consonant can appear 
under the base final O. Even if it does not have to be muted, there are some 
restrictions on the relevant position. Devoicing is one of the restrictions for the 
base final O in Turkish and this restriction is accounted for via the Non-
Continuant Voice Parameter (OFF), as we stated before. Consider (6) to see the 
relation between the Final Onset Parameter and the Non-Continuant Voice 
Parameter.  

 
 

 
25 3ÅÅ %ÒÇÕÖÁÎÌą-Taylan (2011) for the voicing vs. devoicing accounts for the final 
obstruents in Turkish. 
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(6)  
 
  The Final Onset Parameter  
  The base final onsets must be melodically mute.  
 
 
 
    ON     OFF  
Bases must end in a vowel: Italian, Vata, 
Zulu, etc. 

Bases may end in a consonant or a 
vowel: Malayalam, Japanese, English,  
Turkish, etc. 

       . 
       . 
       . 
 
                                               The Non-Continuant Voice Parameter 
                               The base final non-continuant obstruents can be voiced. 
 
 
                ON                              OFF 
 
Both voiced and voiceless obstruents 
may occur in the base final position: 
Kobon (Davies, 1981), Inupiaq 
(Kaplan, 1981), English, French.   

The base final non-continuant 
obstruents must be voiceless: Thai 
(Kapper, 1992), Vietnamese (Nguyen 
and Dutta, 2017), Dutch, German, 
Turkish, etc.  

 
As we stated before, the Non-Continuant Voice Parameter occurs under the Final 
Onset Parameter as given in (6).26 According to the Final Onset Parameter, the 
base final onsets must be melodically mute (ON). If not mute, the base final 
onset is not to be as free as the other onset positions since it has no nucleus 
pair. Accordingly, languages are subject to certain restrictions in terms of the 
base final onset position according to their sub-parametric settings, occurring 
under the Final Onset Parameter (OFF). Turkish fixes the Non-Continuant Voice 
Parameter OFF; therefore, the voiced non-continuant obstruents are banned 
from the base final onset position and devoicing appears in that position. 
Consider the examples given in (7a-f) where a nominal base (7a, d) is attached 
by the accusative (7b, e) and plural markers (7c, f). 
 
 

 
26 Note that the final version of our hierarchical tree has more (binary) sub-branches 
than in (6). Also, the Non-Continuant Voice Parameter does not occur immediately under 
the Final Onset Parameter but somewhere lower at the tree as Chapter 4 will present in 
detail.  
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(7)  a. kanat Ȭ×ÉÎÇȭ   ÂȢ ËÁÎÁd-ą     ×ÉÎÇ-acc   c. kanat-lar wing-pl /D/  
  *kanad            *kanad-lar 
 

 d. sanat ȬÁÒÔȭ   e. sanat-ą   art+acc f. sanat-lar art-pl  /t/  
 

In (7a, c), the non-continuant obstruent /d/ devoices in the base final position 
(7a) and in the course of suffixation (7c). However, no devoicing appears in 
(7b) although there is suffixation.27 Our explanation is that there is a full 
ÌÉÃÅÎÓÏÒ ÎÕÃÌÅÕÓ ɍąɎ ÆÏÒ ÔÈÅ ÎÏÎ-continuant obstruent, so there is no devoicing in 
(7b), as we will discuss in Section 3.2.2. In (7d-f), the base final consonant is a 
real voiceless one. Therefore, there is no change in the voicing quality of the 
base final consonant in the course of suffixation: it is voiceless [t] since it is 
always voiceless, not as the result of devoicing.  

In the present study, besides, we assume that devoicing is a kind of 
lenition since the onset loses its element as a result of weakening. In fact, there 
are two general approaches to the issue of final devoicing in previous 
phonology literature: fortition  vs. lenition. Lenition is generally known to be an 
instance of feature/element reduction (MascarÏǲ, 1987; Brockhaus, 1995; 
Lombardi, 1995; Harris, 1997; Jessen and Ringen, 2002; Harris, 2009) while 
fortition is defined as the addition/insertion of an element/feature (Kim, 1996; 
Iverson and Salmons, 2007). Lenition is mostly used as a synonym for 
Ȱ×ÅÁËÅÎÉÎÇȱ ɉ(ÏÎÅÙÂÏÎÅȟ ςππψȡρφɊȢ  

Brockhaus (1995) also analyzes Turkish devoicing as an example of 
weakening/lenition: the loss of an L element from the segment. According to 
+ÏÐËÁÌÌą ɉρωω3), Wilson (2003), Nicolae and Nevins (2010), Becker, Ketrez and 
Nevins (2011), Turkish final devoicing is neutralization and final laryngeal 
ÎÅÕÔÒÁÌÉÚÁÔÉÏÎ ÈÁÓ ÏÆÔÅÎ ÂÅÅÎ ÒÅÇÁÒÄÅÄ ÁÓ Á ȰÓÕÂÔÙÐÅ ÏÆ ÆÉÎÁÌ ×ÅÁËÅÎÉÎÇȱ ÉÎ ÔÈÅ 
literature (Hock, 1999; Harris, 20πωɊȢ &ÏÒ "ÁÌÃą ɉςππφɊ ÁÎÄ )ÖÅÒÓÏÎ ÁÎÄ 
Salmons (2007), on the other hand, Turkish final devoicing is an instance of 
fortition. They assume that devoicing is possible with the addition of an H 
element to the final obstruent. In the fortition analysis of Turkish final 
devoicing, the source of the H element, which is added to the final onset 
ÐÏÓÉÔÉÏÎȟ ÉÓ ÎÏÔ ÃÌÅÁÒ ÅÉÔÈÅÒ ÆÏÒ ÕÓ ÎÏÒ ÆÏÒ "ÁÌÃą ɉςππφɊȢ "ÁÌÃą ɉςππφɊ ÁÒÇÕÅÓ ÆÏÒ 
the fortition idea but he does not give a reasonable account for the source of the 
additiÏÎÁÌ ÅÌÅÍÅÎÔȢ #ÏÎÔÒÁÒÙ ÔÏ "ÁÌÃą ɉςππφɊȟ ×Å ÁÄÁÐÔ ÔÈÅ ÌÅÎÉÔÉÏÎ ÁÎÁÌÙÓÉÓ ÆÏÒ 
Turkish final devoicing following Brockhaus (1995) and Harris (2009).28  

 
27 Note that within the previous literature, the voiced obstruent is assumed to exist as an 
ÕÎÄÅÒÌÙÉÎÇ ÆÏÒÍ ɉ5ÎÄÅÒÈÉÌÌȟ ρωχφȠ ÖÁÎ ÄÅÒ (ÕÌÓÔ ÁÎÄ ÖÁÎ ÄÅ 7ÅÉÊÅÒȟ ρωωρȠ +ÏÐËÁÌÌąȟ ρωωσ 
among others). 
28 Harris (1997) and (2009) argue that positions that are initial in domains such as the 
stem, word and foot are frequently observed to promote strengthening processes and to 
resist weakening processes that target non-initial positions. It means that the 
strengthening may increase the perceptibility of the domain beginnings, but it is not 
necessarily a good way of demarcating the domain ends. Harris (2009) further claims 
that weakening itself might have some demarcative function. 
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Up to this point, we introduced final devoicing for Turkish and other 
languages. We briefly referred to the sub-parametric relation between the Final 
Onset Parameter and the Non-Continuant Voice Parameter. Also, we discussed 
why devoicing is lenition in our account. In the next section, we are going to 
present a more detailed discussion of devoicing in Turkish with elemental 
analyses by taking the Final Onset and the Non-Continuant Voice Parameters 
into consideration.  

3.2.2. The Final Onset Parameter and Devoicing  

Recall that the present study suggests that bases universally begin with and end 
in an onset, as illustrated in (8).  
 
(8)             O1   N1  O2  N2  O3  
 
     x     x     x     x    x  
 
     k     a     n    a     t   Ȭ×ÉÎÇȭ 
 
As seen from the representation given in (8), every onset comes with a nucleus 
pair except the final one (O3 in (8)). This means that every onset is licensed by a 
nucleus except the final one. As discussed in Section 3.2.1., Turkish fixes the 
Final Onset Parameter OFF. Therefore, the base final O does not have to be 
muted. However, this comes with certain restrictions. Accordingly, the base 
final non-continuant obstruents are restricted to the voiceless ones. This 
restriction is due to another parameter, the Non-Continuant Voice Parameter, 
which is the sub-parameter of the Final Onset Parameter.  

Now let us compare data from Turkish, given in (9a) kana[t] , (9b) 
kana[d]-ą and (9c) kana[t] -lar, as different realizations of the final segment of a 
nominal base kanad Ȭ×ÉÎÇȭȢ 
 
(9)  a. kanat   Ȭ×ÉÎÇȭ   
                                                                                                                           No Onset Licensing   
        
   O1   N1          O2 N2         O3   

    x     x   x             x            x              

    k    a    n   a          [t]                 
                  A 
                    
                  H 

                   L   O   delinked  
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b. kanad-ą  Ȭwing-ÁÃÃȭ      

                 Onset Licensing 
 
   O1  N1         O2         N2         O3        Na0    Oa1  

                   x             x            x           x            x         x           

    k             a n           a         [d]           ą 
              A 
               

               H 
                      L 
 

c. kanat-lar  Ȭ×ÉÎÇ-ÐÌȭ   
                                          No Onset Licensing     

                    Proper Government 

     O1   N1        O2         N2         O3     Na0  Oa1    Na1   Oa2 

      x           x            x           x           x       x      x       x       x 

      k    a           n           a          [t]                      l        a        r 
              A                               
                     
              H      

                ,  ᴼ  delinked    
 

 
We assume that the voiced non-continuant obstruent /d/ is the combination of 
the elements (A. . H. L). In (9a), the base final O has no N pair which can license 
it. Therefore, the element L is delinked from the node as a result of lenition 
since the base final onset can be melodically full but cannot have the L element 
as a base final restriction in Turkish. In the representation given in (9b), on the 
other hand, there is a base (O1N1O2N2O3) and suffix combination (Na0Oa1). 
Regarding (9b), our claim is that the suffix initial Na0 can license O3 since it is a 
full (interpreted) licensor nucleus. It means that the base final O and the suffix 
initial interpreted (not properly governed) N look like a real ON pair. In this 
case, there is no devoicing in kanad-ą Ȭ×ÉÎÇ-ÁÃÃȭ ɉωÂɊȢ !ÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ 
representation given in (9c), the suffix initial Na0 is properly governed by Na1, as 
a result of which Na0 cannot license the base final O3. Accordingly, the final 
obstruent is devoiced kanat-lar Ȭ×ÉÎÇ-ÐÌȭȢ  

The data analyses given in (9a-c) show that the Final Onset Parameter 
is OFF in Turkish, so the base final O is not completely empty but there is some 
restriction. Accordingly, the Non-Continuant Voice Parameter is also set OFF in 
Turkish. As a result, devoicing appears in (9a, c).  

Note that devoicing is the phonological evidence for the base endings in 
Turkish (and also in German, Dutch, Polish as presented in (5a-e)). Note that 
the absence of devoicing does not mean that there is a simplex or lexically 
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frozen form. Devoicing is related to the absence of licensing on the base final 
onset. If it has a licensor, no devoicing appears. In other words, the suffix initial 
N can license the base final onset in Turkish if it is not itself properly governed 
as in (9b). As a result, no devoicing appears. However, note that there is still 
productive morphology in (9b) since the accusative marker is a highly 
productive suffix in Turkish. In (9a) and (9c), on the other hand, the base final 
03 has no licensor. The absence of the onset licensing leads to lenition: the L 
element is delinked from the structure since Turkish fixes the Non-Continuant 
Voice Parameter OFF.  

Note that our model explains why there is devoicing in cases given in 
(9a) and (9c) but not in (9b) via our base template model, elemental analyses, 
the Final Onset and Non-Continuant Voice Parameters without marking the 
base-affix boundary. Morphology combines the forms and phonology applies 
licensing mechanisms accordingly. 
 Note that the proposal we make about the base final position / base 
boundary has certain implications for the previous works on devoicing. Thus, in 
Section 3.2.3., we will compare and contrast our claims on devoicing and the 
final onset with the mechanisms offered in the previous devoicing accounts.   

3.2.3. The Base Final Onset, Devoicing and Previous Accounts 

Note that similar to our study, the previous studies such as Brockhaus (1995), 
Gussmann (2002) and Harris (2009) also argue that the word-final position is 
generally a weak position, which favors segmental changes such as weakening 
and deletion. They argue that every nucleus licenses its onset and the licensor 
nucleus can be melodically empty or not as shown in (10) below.  
 
                                                                              Proper Government 
 
(10)     O1  N1       O2    N2     O3  N3       O4  N4  

      x     x            x       x        x     x           x     x  

     
 
 
The representation given in (10) shows that N1 and N3 are full onset licensors, 
while N2 and N4 are empty ones. N2 is empty since it is properly governed by N3, 
while N4 is empty since it is domain finally p-licensed. For Harris (1994) and 
Gussmann (2002:149), devoicing is related to the failure of the voice property 
to be licensed by a domain-final empty nucleus. Consider the German examples 
given in (11a-c), where the obstruent is devoiced word finally. 
 
(11)  a. Lie[t]   ȬÓÏÎÇȭ  Lie[d ]  ȬÎÏÍȢÐÌȢȭ 
 b. Wei[p] Ȭ×ÏÍÁÎȭ Wei[b ]s  ȬÇÅÎȢÓÇȢȭ 
 c. klu[k]  ȬÃÌÅÖÅÒȭ  klu[g ]  ȬÎÏÍȢÐÌȭ 

Adapted from Gussmann (2002:146) Example (38b) 
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For German final devoicing (the standard dialect) as exemplified in (11a-c), 
Gussmann (2002) argues that domain-final empty nuclei do not license the 
voice property in the preceding onset. Similar to Gussmann (2002), Brockhaus 
(1995) and Harris (2009) claim that the reason for final devoicing is the weak 
licensing power of the Domain Final P-licensed Empty Nucleus. In accordance 
with the argumentation put forward in Gussmann (2002) and Harris (2009), 
we propose that every nucleus licenses its pair onset. However, it does not 
mean that every onset needs a nucleus pair to survive in the constituent 
structure. Thus, we do not need a domain final p-licensed empty nucleus as 
discussed in Chapter 1. Our claim is that final devoicing is a melodic elemental 
loss appearing as a result of the OFF setting of the Non-Continuant Voice 
Parameter.  

The onset licensing analysis we employ in this work seems to be 
parallel to the one proposed in Dienes and Szigetvári (1999) and Szigetvári 
(1999), as discussed in Chapter 2. The authors develop several claims on the 
issue: (i) onsets (Cs) do not need any licensing to surface; (ii) licensing only 
supports the maintenance of the melodic material in the licensed position; (iii) 
the inherent property of the consonants is muteness, as opposed to that of 
nuclei (Vs); (iv) consonants become loud when governed; (v) given that there is 
nothing to prevent an unlicensed C position from surfacing, there is no need for 
a domain final p-licensed empty nucleus.  

Following the claims mentioned above, Dienes and Szigetvári (1999) 
and Szigetvári (1999) note that the unlicensed C tends to undergo lenition, such 
as debuccalization and devoicing. We agree with Dienes and Szigetvári (1999) 
and Szigetvári (1999) about the lenition effect due to the absence of licensing. 
The point we disagree with in their approach is that they argue that only 
pronounced Vs license the C to their left. This means that a properly governed 
empty nucleus is not an onset licenser in their model. Their claim is not on the 
right track since their assumption has wrong predictions when Turkish data 
are considered, as we discussed in Chapter 2. Compare Turkish examples abla 
ȬÓÉÓÔÅÒȭ ×ÉÔÈ kitap-lar Ȭbook-ÐÌȭ in (12b) and (12a), respectively.  

 
                              Onset Licensing    Proper Government  
 
(12)    a.  O1  N1  O2   N2  O3  N3  O4  
 
          x     x    x     x     x 
 
          a     b           l     a           No devoicing   
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                                                      No Onset Licensing   Proper Government  
 
            b.  O1  N1  O2  N2  O3        Na0  Oa1  Na1 Oa2 
 
                  x     x     x    x     x           x       x     x     x 
 
   k     i      t     a    p                      l     a     r Devoicing 

              U 
                
              H 

               L     delinked due to the lack of licensing 
 
                                              

The word abla ȬÓÉÓÔÅÒȭ ÁÓ ÒÅÐÒÅÓÅÎÔÅÄ ÉÎ ɉρςÁɊ ÉÓ Á ÓÉÍÐÌÅØ ÆÏÒÍȟ ×ÈÉÌÅ kitap-lar 
ȬÂÏÏËÓȭ ÒÅÐÒÅÓÅÎÔÅÄ ÉÎ ɉρςÂɊ ÉÓ Á ÃÏÍÐÌÅØ ÏÎÅȢ !ÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ ÁÓÓÕÍÐÔÉÏÎÓ ÏÆ 
Dienes and Szigetvári (1999) and Szigetvári (1999), given that N2 is properly 
governed and empty, it cannot license O2 in (12a). Thus, the outcome should be 
a devoiced obstruent in the middle of the word *apla. However, this does not 
hold, at least for Turkish: a properly governed base internal nucleus is able to 
license its pair onset in terms of voicing, as in the case of (12a). If it did not 
license its pair onset at all, there would be devoicing in the onset *apla. This is 
given in (13) below. 
 
  No Onset Licensing     
             Proper Government 
 
(13)    *  O1   N1    O2   N2    O3  N3  O4   
 
          x       x     x      x     x 
 
          a       p              l      a           
 
 
According to the representation given in (13), N3 properly governs N2, as a 
result of which O2 is devoiced due to the lack of onset licensing from N2. 
(Ï×ÅÖÅÒȟ ÔÈÅ ÏÕÔÐÕÔ ÉÓ ×ÒÏÎÇÌÙ ÐÒÅÄÉÃÔÅÄ ÉÆ ×Å ÔÁËÅ 3ÚÉÇÅÔÖÜÒÉȭÓ ÌÉÃÅÎÓÉÎÇ 
assumption into account, as in (13), *apla vs. abla.  

In kitap-lar ȭÂÏÏËÓȭȟ ÒÅÐÒÅÓÅÎÔÅÄ ÉÎ ɉρςÂɊȟ ÏÎ ÔÈÅ ÏÔÈÅÒ ÈÁÎÄȟ ÔÈÅÒÅ ÉÓ 
devoicing since Na0, coming as the suffix initial properly governed empty 
nucleus, cannot license O3. The valid question arises at this point as to why N2 
in abla licenses O2 in the case of (12a) but Na0 cannot give license to O3 in the 
case of kitap-lar (12b). The answer comes with the idea of the phonology-
morphology interface. Note that abla ȬÓÉÓÔÅÒȭ ÉÓ Á ÌÅØÉÃÁÌÌÙ ÓÔÏÒÅÄ ÕÎÉÔȢ 4ÈÉÓ 
means that abla is represented in a single constituent structure. There is no 
morphology reflected on the phonological form: abla is a single unit. Thus, N2 
has a real onset pair of O2 in (12a). However, in kitap-lar, kitap and the plural 
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marker {ɀlAr} are individually listed in the lexicon and morphology combines 
them via certain operations. This is also visible in phonology in constituent 
structure thanks to their phonological form: O1N1O2N2O3  Na0Oa1Na1Oa2.29  
 
                                                   No Onset Licensing      Proper Government  
 
(14)         O1  N1  O2  N2  O3        Na0  Oa1  Na1 Oa2 
 
                  x     x     x    x     x           x       x     x     x 
 
   k     i      t     a    p                      l     a     r  

              

According to the representation given in (14), the word kitaB ȬÂÏÏËȭ ÅÎÄÓ ÉÎ /3, 
which has no nucleus pair. Likewise, the suffix initial nucleus Na0 has no onset 
pair. Nuclei are in need of an onset due to the onset satisfaction, as noted 
before. Therefore, 03 is a perfect candidate for the onset need of Na0. However, 
we cannot argue the same thing for O3 given that onsets do not need a nucleus 
to survive, but nuclei do need an onset, as we have argued so far. The issue is 
related to the phonological boundness of the suffixes: suffixes cannot occur 
independently but do survive if attached to a base. In (14), Na0, which is 
properly governed by Na1, is not a good match for O3 since it is an empty 
nucleus which attaches to the structure via morphology. It means that Na0 is an 
infertile nucleus in terms of licensing since it is a properly governed suffix 
initial nucleus, which was born as single. We can think of it in the way that Na0 
sticks to the base as a non-licensor nucleus since it has no inborn onset pair and 
is properly governed by Na1. Let us examine a vowel initial suffix attached to an 
obstruent ending base in (15) below.  

 
Onset Licensing 

 
(15)          O1   N1  O2  N2  O3          Na0  Oa1  
 
     x     x     x     x    x              x      
 
     k      i     t     a    b              ą       
 
         (y) 
 

 
29 In Chapter 5, we will question whether there is any other phonological process similar 
to devoicing in terms of marking the morpheme boundary in Turkish. Thus, we will 
review some of the basic processes of Turkish, such as vowel harmony (element 
spreading), stress, vowel-zero alternation, vowel shortening, consonant degemination 
and k - Ø alternation in light of the phonology-morphology interface within our model. 
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In the representation given in (15), Na0 licenses O3, although it belongs to the 
suffix part, similar to the case given in (14) above. However, Na0 in (15) is not 
properly governed or empty, unlike the one in (14). An interpreted nucleus 
always licenses the preceding onset whether it belongs to the suffix or base, 
since it is melodically full and has power to preserve the melodic content of the 
previous onset. As a result, the licensed onset is not devoiced as in (15).  

3.2.4. The Final Onset, Devoicing, Suffixation and Lexicon  

The discussion presented in the previous section implies that final devoicing 
acts as a phonological cue marking a base+suffix combination in Turkish. This 
cue is explained via the Non-Continuant Voice Parameter in our new model. 
However, the absence of the cue in kitabą ȬÂÏÏË-ÁÃÃȭ ÁÓ ÇÉÖÅÎ ÉÎ ɉρυɊ does not 
mean that the form is a single unit stored in the lexicon. The accusative marker 
is a very productive suffix in Turkish which attaches to all nominal forms and 
even to subordinate clauses. Therefore, it is not reasonable to keep every single 
base+acc combination stored in the lexicon. The accusative marker is similar to 
the plural marker in terms of productivity and constituent structure, but as a 
difference between the two, there is no phonological cue in kitab-ą ȬÂÏÏË-ÁÃÃȭȟ ÁÓ 
opposed to kitap-lar ȬÂÏÏË-ÐÌȭȢ 4ÈÅÒÅÆÏÒÅȟ kitap-lar and kitab-ą come to 
phonology involving two separate strings as opposed to the single string abla 
ȬÓÉÓÔÅÒȭȢ 

The standard GP, on the other hand, argues that phonology can see 
morphology only if there is a phonological cue; i.e. devoicing, consonant 
clusters, etc. As we have stated before, the English past tense inflected verb 
seeped has an analytic structure [[A]B] since a long vowel cannot be followed by 
two adjacent consonants in English [[si:p]t]. However, if there is no 
phonological cue, the whole structure is assumed to be kept as a single unit 
stored in the lexicon, as in the case of kept [kept]. This means that the output is 
analyzed as non-analytic. Non-analytic (synthetic) morphology is meant to be a 
single unit in the lexicon.  

+ÁÙÅȭÓ ɉρωωυɊ ÌÅØÉÃÏÎ ÁÎÁÌÙÓÉÓ ÍÁÙ ÂÅ ÔÒÕÅ ÆÏÒ %ÎÇÌÉÓÈ ÉÒÒÅÇÕÌÁÒ ÆÏÒÍÓȢ 
However, it is not true for the productive affixation cases in Turkish. As we 
noted in Chapter 1, there are more than 104.000 words and 200 suffixes in 
Turkish ɉ"ÁÎÇÕÏøÌÕȟ ρωχφȠ 'ÅÎÃÁÎȟ ρωχωȠ 'ĘËÓÅÌ ÁÎÄ +ÅÒÓÌÁËÅȟ ςπρρȠ +ÏÒÎÆÉÌÔȟ 
2013; Korkmaz, 2014 among others). There are many productive suffixes in 
Turkish which leave no footprint on phonology such as the accusative {-(y)I} 
and the dative {-(y)A} markers. Also, some suffixes such as the plural marker {-
lAr} may leave morphological cues on phonology in some cases but not in 
others, depending on the phonological context. Accordingly, the standard view 
of GP as it is presented in Kaye (1995) leads us to a position where we have to 
conclude that kitap-lar ȬÂÏÏË-ÐÌȭ ÉÓ ÍÏÒÐÈÏÌÏÇÉÃÁÌÌÙ ÃÏÍÐÌÅØ ÄÕÅ ÔÏ ÄÅÖÏÉÃÉÎÇȟ 
but araba-lar ȬÃÁÒ-ÐÌȭ ÉÓ ÓÔÏÒÅÄ ÁÓ Á ÓÉÎÇÌÅ ÕÎÉÔ ÓÉÎÃÅ Ôhere is no phonological 
cue. If we thought in that way, the assumption would be that the role of 
morphology is not so active and lexicon consists of too many forms.  
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The question raised according to the discussion above is: do we keep 
such a huge list in our lexicon? The answer is no in the present study, as we 
discussed in Chapter 1. The productive suffixes combine with a base via 
morphology. Therefore, araba-lar , araba-yą, araba-ya ɉȬÃÁÒ-ÐÌȭȟ ȬÃÁÒ-ÁÃÃȭȟ ȬÃÁÒ-
ÄÁÔȭȟ ÒÅÓÐÅÃÔÉÖÅÌÙɊ ÁÎÄ ÁÌÌ ÏÔÈÅÒ ÐÒÏÄÕÃÔÉÖÅ ÆÏrms of base+suffix combinations 
are combined via morphology, and are not listed in the lexicon as a single 
chunk. Consider (16) below. 

                                                                              Proper Government 
 
(16)      O1   N1  O2  N2  O3  N3  O4     Na0  Oa1 Na1 Oa2  
 
        x     x    x     x    x                x     x    x     x 
 
        a     r     a    b    a            l     a     r  ȬÃÁÒ-ÐÌȭ 
 
 
Note that (16) above represents the formation of araba-lar ȬÃÁÒ-ÐÌȭȟ ×ÈÉÃÈ ÉÓ 
morphologically complex and analyzable. This is also reasonable in terms of 
semantic compositionality in that synthetic morphology is expected to be 
semantically unanalyzable, too. In our case, however, araba-lar, araba-yą, and 
araba-ya are highly analyzable units, where one can easily detect the 
attachment of a particular suffix to a base, as a result of which a singular form is 
pluralized, i.e. the plural meaning can be associated with the suffix.  
 At this point, the relevant question may be about the visibility of 
morphology to phonology: if all the productive suffixes are visible in phonology, 
does it mean that phonology is able to see morphology top-down? The answer 
is no. Phonology does not see morphology in such a detailed fashion, given that 
they are different linguistic modules. Morphology is visible to phonology via the 
constituent structure and certain phonological processes, such as devoicing, 
consonant clusters, etc. However, there is no total transparency between the 
two modules.  
 In the next section, we will discuss some Noun+Auxiliary verb examples 
ÉÎ 4ÕÒËÉÓÈ ×ÈÉÃÈ ÓÅÅÍ ÔÏ ÂÅ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÏÒ ÐÒÏÂÌÅÍÁÔÉÃ ÆÏÒ ÏÕÒ final 
devoicing analysis. We will show that the so-called exceptions are not 
exceptions but that their difference stems from their special constituent 
structure.  

σȢςȢυȢ $ÅÖÏÉÃÉÎÇ ÁÎÄ Ȱ%ØÃÅÐÔÉÏÎÓȱȡ Noun+Auxiliary Verbs  

Recall from Chapter 1 and Chapter 2 that we argued that morphological labels 
such as base, suffix and prefix can be visible to phonology thanks to the 
constituent structure. In that way, phonological processes such as devoicing 
know where and where not to apply. However, there are some examples which 
ÓÅÅÍ ÔÏ ÂÅ ÐÒÏÂÌÅÍÁÔÉÃ ÏÒ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÆÏÒ ÏÕÒ ÁÎÁÌÙÓÉÓȢ #ÏÎÓÉÄÅÒ ÔÈÅ ÅØÁÍÐÌÅÓ 
given in (17a-b) below, where a single form (17b) seems to have two 
alternative pronunciations (17bi-ii).  
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(17)  a. darp  ȬÐÏÕÎÄÉÎÇȭ     
 b. darp et-  ȬÔÏ ÐÏÕÎÄ ÕÐȭ    

(i) [darbet]   
(ii)[darp][et]  

 
In (17a), the final onset is voiceless [p] due to the fact that it lacks licensing, as 
expected. However, (17b) seems to be different given that it has two alternative 
pronunciations: with a base final voiced obstruent [b] (17bi) and a voiceless 
one [p] (17bii). The question is why there is no devoicing in [darbet] (17bi), 
although both darp and et- (aux.) are separate bases. 
 Also, there are some more similar cases in Turkish, given in (18a-c) 
below. 
 
(18)  ÁȢ ËÁÙąÐ  ȬÌÏÓÔȭ 
 b. kaybet- ȬÔÏ ÌÏÓÅȭ 

c. ËÁÙąÐ ÅÔ- ȬÔÏ ÌÏÓÅȭ  
 
(18a-c) illustrate that the verb ȬÌÏÓÅȭ ÈÁÓ Ô×Ï ÄÉÆÆÅÒÅÎÔ ÐÒÏÎÕÎÃÉÁÔÉÏÎÓȢ 4ÈÅ 
common and casual one is kaybet-, as given in (18b), the base final consonant of 
which is voiced [b] despite the fact that it is followed by an auxiliary verb 
(base) but not a suffix. In (18c), on the other hand, the base final consonant is 
still voiceless although the same auxiliary is attached to it. Note that these 
variations can be explained via the different templates in the constituent 
structure as given below. The example in (18a) above is represented as (19) 
below, the one in (18b) is represented in (20a). Finally, the representation in 
(20b) is for the example given in (18c). 
 
                                                                    No Onset Licensing 
 
(19)      O1   N1  O2  N2  O3  
 
                x     x    x     x     x  
 
                k     a    y     ą     p  
 

             Proper Government   Onset Licensing 
                                                

(20)   a. O1  N1  O2  N2  O3  N3  O4   
 
                x     x    x     x     x    x     x      
 
                k     a    y           b    e     t       
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         No Proper Government 
No Onset Licensing  

                                                   
           b.   O1  N1  O2  N2  O3              O1   N1  O2   
 
                   x    x     x    x     x                       x     x    
 
    k    Á     Ù    ą     Ð                        e     t 
 
 
In the representation given in (19), O3 has no licenser nucleus, given that it is 
base final. Then, it undergoes final devoicing and occurs as ËÁÙąÐ (18a) since the 
Non-Continuant Voice Parameter is OFF in Turkish. In the representation given 
in (20a), on the other hand, the noun+aux (lose+et-) combination is lexically 
stored as a single unit. This means that it is indifferent from a simplex form 
such as heybet ȬÍÁÊÅÓÔÙȭ: kaybet- (18b). This means that O3 is not the base final 
onset but a base internal one in (20a). et- is under N3 O4 and immediately 
follows O3. Thus, N3 can properly govern N2 and vowel-zero alternation 
appears. Note that this is also true for the word darbet-, given in (17bi). It is a 
single unit in the lexicon similar to kaybet- given in (20a). We conclude that 
noun+aux verbs in Turkish may be stored as a single unit in the lexicon.  

Note that ËÁÙąÐ and et can also be treated as independent bases in the 
lexicon, as given in (18c) and illustrated in (20b). In this case, O3, which is base 
final, undergoes final devoicing, as in the representation given in (20b). N1 in 
the second base cannot properly govern N2 or license O3 in the first one since O3 
is not adjacent to N1 in (20b). Accordingly, the two adjacent OO sequence in the 
structure, which is also against the Clash Principle given in Chapter 2, has a 
blocking effect for proper government of N1 in et- into N2 in ËÁÙąÐ. The result is 
final devoicing in O3 and vowel realization in N2 position. 

The examples given in (17-20a-b) show that two lexical items can be 
phonologically and semantically almost identical (or very similar) as in ËÁÙąÐ 
et- and kaybet- but one can be morphologically derived (20b) and the other can 
be lexically stored (20a). The examples given in (19-20a-b) also show that 
being vowel or consonant initial for a form does not always come to the same 
result given that there may be different constituent structures even for the 
same phonological form. Accordingly, although et- in the example given in 
(20b) is vowel initial, it occurs as an independent base in the constituent 
structure. Thus, (O3) is base final in the first base, as in (20b). On the other 
hand, et- in (20a) is not an independent base but is rather a part of another 
base, so O3 is not base final.  

All the discussion given in this section show that there is no one-to-one 
matching between sounds and constituents. Even two forms which have the 
same phonological form can have different constituent structures, as in the case 
of et- in (20a) vs. (20b). The constituent structure is significant in defining 
phonological processes, to understand and explain the phonology-morphology 
interface, phonological processes and lexicon in a given language. 
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Note that there is another class of so-ÃÁÌÌÅÄ ȰÅØÃÅÐÔÉÏÎÓȱ ÔÏ ÏÕÒ Non-
Continuant Voice Parameter, where the bases end in a voiced non-continuant 
obstruent contrary to what is expected. See (21a-b). 
 
(21)  a. hac  [Ä] ȬÐÉÌÇÒÉÍȭ 
 b. metod [d]  ȬÍÅÔÈÏÄȭ 
 
As we argued before, the Non-Continuant Voice Parameter is OFF in Turkish, so 
the voiced non-continuant obstruents must be devoiced in the base final onset 
position. However, they are not devoiced in some cases, as in (21a-b). These 
ȰÅØÃÅÐÔÉÏÎÓȱ ÁÒÅ ÍÏÒÅ ÃÈÁÌÌÅÎÇÉÎÇ ÔÏ ÄÅÁÌ ×ÉÔÈ ÃÏÍÐÁÒÅÄ ÔÏ ÔÈÅ ÓÏ-called 
exceptions given in (16-20). This is because the cases in (21a-b) cannot be 
explained by making reference only to the change in the constituent structure, 
as we did in order to explain the difference between (19) and (20). To explain 
the absence of devoicing in the final non-continuant obstruents in (21a-b), we 
propose a novel constituent: The Pointed Empty Nucleus, which is different from 
the properly governed empty nucleus.  

Section 3.3. will introduce this novel constituent, the Pointed Empty 
Nucleus in order ÔÏ ÅØÐÌÁÉÎ ÔÈÅ ÁÂÏÖÅ ÍÅÎÔÉÏÎÅÄ ȰÅØÃÅÐÔÉÏÎÓȱ ÔÏ ÆÉÎÁÌ ÄÅÖÏÉÃÉÎÇ 
and some other points in Turkish, as well as in other languages to be mentioned 
in Chapter 4. Our Pointed Empty Nucleus argument will show that (21a-b) are 
ÎÏÔ ÅØÃÅÐÔÉÏÎÁÌ ÓÉÎÃÅ ÔÈÅ ÔÈÅÉÒ ȰÆÉÎÁÌȱ ÖÏÉÃÅÄ ÎÏÎ-continuant obstruents are not 
final but followed by a Pointed Empty Nucleus. 

3.2.6. Interim Summary  

In the present section, we have discussed the issue of final devoicing as a result 
of the OFF setting of the Non-Continuant Voice Parameter, which is a sub-
parameter of the Final Onset Parameter. This means that devoicing is a kind of 
restriction on the base final onset position in certain languages which fix the 
Final Onset Parameter OFF. Accordingly, we have explained the data without 
any diacritics, rules, rule ordering, levels, brackets or magically licensed 
nucleus. We have shown that final devoicing is an instance of morphological 
footprint on phonological structure. This footprint is visible on phonology 
thanks to the constituent structure. We will go back to the issue of final 
devoicing and the Non-Continuant Voice Parameter in Chapter 4 and discuss it 
again in light of the universal Parametric Hierarchical System. In Section 3.3. 
below, on the other hand, we will discuss more suffixation examples and refer 
ÔÏ ÓÏÍÅ ÏÔÈÅÒ ÁÐÐÁÒÅÎÔÌÙ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÃÁÓÅÓȢ 7Å ×ÉÌÌ ÁÒÇÕÅ ÔÈÁÔ ÔÈÅÙ ÁÒÅ ÎÏÔ 
exceptional but result from a different constituent in phonology: The Pointed 
Empty Nucleus.  
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3.3. Suffixation and the Pointed Empty Constituents in 
Turkish  

In the present section, we will discuss the pointed empty constituents in light of 
our new model. We will argue for a new constituent, The Pointed Empty 
Nucleus, and discuss what it is exactly and how it works in our system in 
Section 3.3.2. We will argue that the Pointed Empty Nucleus explains so-called 
exceptional and problematic cases in the course of suffixation. In Chapter 4, we 
will also show that the Pointed Empty Nucleus is not an ad hoc solution to the 
problems but has universal implications on cross-linguistic data.  
 Before going into the details of the Pointed Empty Nucleus, let us begin 
with a brief survey on another pointed empty constituent, the Pointed Empty 
Onset, in Section 3.3.1., since it is similar to the Pointed Empty Nucleus in terms 
of its phonological behavior. Thus, the discussion on the Pointed Empty Onset 
will set the ground for our Pointed Empty Nucleus argument. 

3.3.1. The Pointed Empty Onset  

There are two types of empty onsets referred to in GP phonology literature 
ɉ#ÈÁÒÅÔÔÅȟ ρωωρȠ 'ÕÓÓÍÁÎÎȟ ςππςȠ #ÈÁÒÅÔÔÅȟ ςππφȠ .ÕÈÁÂÁÌÁÏøÌÕȟ ςπρπɊȡ ɉÉɊ ÔÈÅ 
empty onset without a skeletal point; and (ii) the Pointed Empty Onset. In 
Sections 3.3.1.1. and 3.3.1.2., we are going to present the differences between 
these two types of nucleus in light of French and Turkish, respectively. 

3.3.1.1. The Pointed Empty Onset in French  

The empty onset without a skeletal point is a genuine empty onset, as opposed 
to the Pointed Empty Onset that is proposed and discussed in Charette (1991), 
Gussmann (2002), and Charette (2006). Consider (22a-b) below, which 
illustrate the pointless and Pointed Empty Onsets, respectively.  
 
(22)  The Pointless Empty Onset                The Pointed Empty Onset  
 
 a. O    b.           O 
          
                        x 
 
 
7ÉÔÈ ÒÅÓÐÅÃÔ ÔÏ &ÒÅÎÃÈȟ #ÈÁÒÅÔÔÅ ɉρωωρȡωπɊ ÁÒÇÕÅÓ ÔÈÁÔ ÔÈÅ ȰÎÏÒÍÁÌȱ ÖÏ×ÅÌ 
initial words begin with an onset without a skeletal point (22a). This case is 
exemplified in (23a) below, ÌȭÁÍÉÅ ȬÔÈÅ ÇÉÒÌÆÒÉÅÎÄȭȢ 4ÈÅ ÃÏÎÓÏÎÁÎÔ ÉÎÉÔÉÁÌ ×ÏÒÄÓ 
and h-aspire words, on the other hand, begin with an onset with a skeletal point 
as illustrated in (23b) la hache ȬÔÈÅ ÁØÅȭȢ 4ÈÅ ÏÎÓÅÔ ×ÉÔÈ Á ÓËÅÌÅÔÁÌ ÐÏÉÎÔ ÄÏÅÓ 
not behave in the same way with an empty onset even if it has no melodic 
content (22b). This is argued to be due to the fact that it is a reminiscent of a 
historical consonant.   
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 (23)  ÁȢ ÌȭÁÍÉÅ  ɍÌÁÍÉɎ   ȬÔÈÅ ÇÉÒÌ ÆÒÉÅÎÄȭ  b. la hache  [laaɎ  ȬÔÈÅ ÁØÅȭ 
 
 

      O    N    O     .    /    .  ȣ       O    N    O    N    O     
  
        x     x             x     x    x                 x     x    x     x     x 
 
        l     a              a    m    i                                l     a            a      

 
Adapted from Charette (1991:90) 

 
The representations given in (23a-b) above show that in French, the vowel of 
the definite article la is not pronounced before vowel-initial words as in the 
case of (23a), while it is pronounced before consonant initial and h-aspire 
words as in the case of (23b). In this respect, h-aspire and consonant initial 
words behave identically. Also, the final consonant of the plural article is 
pronounced if the article precedes a genuine vowel initial word (beginning with 
an onset with no skeletal point). Consider (24a-b) below. 
 
(24)  ÁȢ ÌÅÓ ÁÍÉÅÓ  ɍÌÅÚÁÍÉɎ   ȬÔÈÅ ÇÉÒÌ ÆÒÉÅÎÄÓȭ b. les haches  [le aɎ  ȬÔÈÅ ÁØÅÓȭ 
 

               /    .    /   .  ȣ                 O    N    /  ȣ   
  
                        x    x     x                           x     x    x 
 
     lez             a    m    i                       le               a      

 
Adapted from Charette (1991:90) 

 
Although both (24a) and (24b) are vowel initial bases, the constituent structure 
differentiates them from each other and explains why the article final 
consonant does not appear in (24b) but does in (24a).  
 Another relevant issue regarding the empty onset types comes with the 
issue of French Liaison, ÄÅÆÉÎÅÄ ÁÓ Ȱsurfacing of a latent final consonant into the 
ÏÎÓÅÔ ÐÏÓÉÔÉÏÎ ÏÆ ÔÈÅ ÆÏÌÌÏ×ÉÎÇ ×ÏÒÄȱ ÂÙ 'ÁÂÒÉÅÌ ÁÎÄ Meisenburg (2009:163). 
Note that the Final Onset Parameter is OFF in French. Thus, the final onset can 
be realized in this language. Consider (25a-d) below, which exemplify the final 
clusters [br], [tr], [rt] and [mp] respectively in French. 
 
(25)   a. sa[br]e  ȬÓÁÂÒÅȭ 

b. vi[tr]e  ȬÐÁÎÅȭ 
c. po[rt ]e  ȬÄÏÏÒȭ 
d. la[mp]  ȬÌÁÍÐ ɉÇÅÎȢ ÐÌɊȭ       
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As the examples given in (25a-d) above indicate, French allows various base 
final consonant clusters. Now consider (26a-d) below, where liaison cases in 
French are exemplified. 
 
(26)  a. le[s] amis  [lez]  ȬÔÈÅ ÆÒÉÅÎÄÓȭ 
 b. le[s] garçons  [le]   ȬÔÈÅ ÂÏÙÓȭ 

Adapted from Gabriel and Meisenburg (2009:164) Examples (1a-b) 
 

c.  peti[t] canard  [p Ôą]  ȬÌÉÔÔÌÅ ÄÕÃËȭ  
d. peti[t] oie  [p ÔąÔ]   ȬÌÉÔÔÌÅ ÇÏÏÓÅȭ  

Adapted from Féry (2004:3) Examples (3a, c) 
 
In the examples given in (26a) and (26d), the base final onset is pronounced 
given that the following base comes with an empty (pointless) onset. Thus, the 
question is why the final consonant is realized in the French liaison cases given 
in (26a, d) only when it is followed by a vowel initial base even though the base 
final branching onsets (25a-b) and coda-onset clusters (25c-d) are allowed in 
French. We argue that the first bases in (26a-d) examples end in a Pointed 
Empty Onset. Thus, no consonant can attach to that position, as discussed in 
Chapter 3. The silence of the final consonant of the first base, as exemplified in 
(26b) and (26c), or the phonetic realization of it, as exemplified in (26a) and 
(26d), depends on the initial onset of the following base. Compare the 
representations given in (27a-b) below. 
 
(27)  a. les amis   ȬÔÈÅ ÆÒÉÅÎÄÓȭ 
 
                 O1  N1   O2         O1  N1  O2 ȣ                 
  
   x     x     x                  x     
 
                  l      e     z                  a    m    i                    

 
 

b. les garçons  ȬÔÈÅ ÂÏÙÓȭ 
 
                 O1  N1   O2         O1  N1  O2 ȣ                 
  
   x     x     x           x     x     
 
                  l      e     z           g     a   r    ç   o   n   s                   

 
The representations in (27a-b) illustrate the interpretation and silence of the 
final consonant of the first base, respectively. For these structures, we argue 
that the first base ends in a Pointed Empty Onset O2. Although it has no melodic 
content, it is indifferent from a true interpreted onset as noted above. les comes 
with a floating consonant [z]. The floating [z] cannot attach to the base final 
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Pointed Empty Onset (O2) due to the fact that O2 has a skeletal point in both 
cases (27a-b). If the following base begins with a pointless empty onset as in 
the case of (27a), the floating [z] can attach to that position and be pronounced. 
If the following base begins with a full onset (O1), as in the case of (27b), or with 
a Pointed Empty Onset (O1), as in the representation given in (28) below, there 
is no room for [z] to attach. Thus, it cannot be pronounced. This is also true for 
the final position of the word petit ȬÌÉÔÔÌÅȭ ÇÉÖÅÎ ÉÎ ÔÈÅ ÅØÁÍÐÌÅÓ ɉςφÃ-d) above. 
 
(28)   les haches  [le a]    ȬÔÈÅ ÁØÅÓȭ 
 
                 O1   N1    O2         O1  N1  O2 ȣ                 
  
   x      x      x           x     x     x  
 
                  l       e      z                  a                     
 
The floating [z] cannot attach to the O2 of the first base or O1 of the second base, 
given that both are pointed empty onsets in (28). The realization (27a) or 
silence of the floating consonant given in (27b) and (28) has nothing to do the 
with the base final onset licensing. However, it is related to the type of the 
empty onset present in the structure. Accordingly, if the base ends in a Pointed 
Empty Onset, the floating consonant cannot attach to that position even if the 
Final Onset Parameter is OFF in a given language. 
 Now let us discuss the Pointed Empty Onset in Turkish in Section 
3.3.1.2. 

3.3.1.2. The Pointed Empty Onset in Turkish  

Turkish has also been argued to have empty onsets with and without a skeletal 
ÐÏÉÎÔȢ !ÃÃÏÒÄÉÎÇ ÔÏ .ÕÈÂÁÌÁÏøÌÕ ɉςπρπɊȟ ÔÈÅ ÅÍÐÔÙ ÏÎÓÅÔ ×ÉÔÈ Á ÓËÅÌÅÔÁÌ ÐÏÉÎÔ 
occurs in soft-Ç ɉøɊ30 cases, exemplified in (29a), and k - Ø (zero) alternation31 
cases, as exemplified in (29b) below.  

 
(29)  ÁȢ ÄÁø      [da:]           ÄÁø-ą         [da-ąɎ          *[da-ÙąɎ         ȬÍÏÕÎÔÁÉÎ-ÁÃÃȭ 
 b. sokak      [sokak]      ÓÏËÁø-ą     [soka-ąɎ      ɕɍÓÏËÁ-ÙąɎ     ȬÓÔÒÅÅÔ-ÁÃÃȭ 
  

Note that the suffixes which usually come with a floating consonant (the 

accusative and the dative markers for instance) attach to the bases, as given in 

 
30 For a detailed historical discussion and analysis of soft-g in Turkish, see Lees (1961), 
Demircan (1978), Selen (1979), Konrot (1981), Clements and Keyser (1983), Sezer 
(1981, 1986), Ergenç (2002), Aksan (2007), Kabak (2007), CoĥËÕÎ ɉςππψɊȟ .ÕÈÂÁÌÁÏøÌÕ 
(2010), Göksel and Kerslake (2011) and Kornfilt (2013). 
31 See Chapter 5 for a more detailed discussion on k - Ø alternation in Turkish.  



The O...O Template Model in Turkish   |   89 
 

(29a-b), without the floating consonant. Compare the examples in (29a-b) with 

those in (30a-b). 

 

(30)  a. araba-Ùą ȬÃÁÒ-ÁÃÃȭ 

 b. ev-i ȬÈÏÍÅ-ÁÃÃȭ 

 

Under normal circumstances, the floating consonant appears in the accusative 

marker when it attaches to a vowel final base, as given in (30a). On the other 

hand, the floating consonant does not occur when it attaches to a consonant 

final stem, as in (30b). In (29a-b), the absence of the consonant between two 

adjacent vowels, appearing in (29a-b), creates a hiatus problem: the adjacency 

of two vowels is not favorable in Turkish (Kabak, 2007). 

 .ÕÈÂÁÌÁÏøÌÕ ɉςπρπɊ ÌÁÂÅÌÓ ÔÈÅ ÆÏÒÍÓ ÅØÅÍÐÌÉÆÉÅÄ ÉÎ ɉςωÁɊ ÁÓ ÄÁø-type 

words, more examples of which are presented in (31a) below. As for the 

examples given in (29b), the author labels them as ayak-type words. Some 

more examples of this are given in (31b). 

 

(31)  a. ÄÁø-type words 

               ÄÁø  ɍÄÁȡɎ    ȬÍÏÕÎÔÁÉÎȭ    vs. ÄÁø-ą ɍÄÁąɎ ȬÍÏÕÎÔÁÉÎ-ÁÃÃȭ 

               ÙÁø  ɍÙÁȡɎ    ȬÏÉÌȭ      vs.  ÙÁø-ą ɍÙÁąɎ ȬÏÉÌ-ÁÃÃȭ 

               Ôąø    ɍÔąȡɎ     ȬÃÒÏÃÈÅÔ ÎÅÅÄÌÅȭ    vs.  Ôąø-ą ɍÔąąɎ ȬÃÒÏÃÈÅÔ ÎÅÅÄÌÅ-ÁÃÃȭ 

  

 b. ayak-type words 

 sokak    [sokak]      ȬÓÔÒÅÅÔȭ    vs. ÓÏËÁø-ą    ɍÓÏËÁąɎ    ȬÓÔÒÅÅÔ-ÁÃÃȭ 

 ayak       [ayak]         ȬÆÏÏÔȭ      vs. ÁÙÁø-ą   ɍÁÙÁąɎ    ȬÆÏÏÔ-ÁÃÃȭ 

 çocuk     [çocuk]      ȬÃÈÉÌÄȭ      vs. çocu-u   [ëÏÃÕÕɎ  ȬÃÈÉÌÄ-ÁÃÃȭ 
!ÄÁÐÔÅÄ ÆÒÏÍ .ÕÈÂÁÌÁÏøÌÕ ɉςπρπȡρχτ-240) 

 

3ÉÍÉÌÁÒ ÔÏ ×ÈÁÔ ÉÓ ÁÒÇÕÅÄ ÉÎ .ÕÈÂÁÌÁÏøÌÕ ɉςπρπɊȟ ×Å ÃÌÁÉÍ ÔÈÁÔ ɍÄÁąɎ ÉÓ ÎÏÔ 

derived from [da:]. The constituent structure of [da] in ÄÁø-ą ɍÄÁąɎ ɉσςÁɊ ÉÓ 

different from ÄÁø [da:] (32b). 
 
 
(32)  a.  O1  N1  O2   .  /ȣ 
 
                x     x     x    x      
 
               d     a       ą 
             (y) 
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        b.  O1   N1    O2   N1   O2   
 

  x     x                   x     
    
                  d     A  
 

Given that the final onset of [da] (O2) is a Pointed Empty Onset as illustrated in 

(32a), it behaves similarly to a full/interpreted one since it is a reminiscent of a 

historical consonant. Thus, the suffixal floating consonant cannot attach to the 

base final onset in (32a), which means that there is no room for the floating (y) 

to attach in O2.  
Note that the sokak ȬÓÔÒÅÅÔȭ ÖÓȢ ÓÏËÁø-ą ȬÓÔÒÅÅÔ-ÁÃÃȭ ÅØÁÍÐÌÅÓ ÇÉÖÅÎ ÉÎ 

(29b) are very similar to ÄÁø and ÄÁø-ą in (29a). sokak [sokak] and soka in 
sÏËÁø-ą ɍÓÏËÁ-ąɎ ÁÒÅ ÄÉÆÆÅÒÅÎÔ roots, as we claim for ÄÁø and da in ÄÁø-ą. Similar 
to ÄÁø-ą, the base final onset in ÓÏËÁø-ą ÈÁÓ Á ÓËÅÌÅÔÁÌ ÐÏÉÎÔ ÁÓ ×ÅÌÌȢ 4ÈÅ 
ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÏÆ ÓÏËÁø-ą ȬÓÔÒÅÓÓ-ÁÃÃȭ ÉÓ ÇÉÖÅÎ ÉÎ ɉσσɊȢ 
 
(33)       O1  N1  O2  N2  O3   ȣ 
 
                x    x     x     x    x     x           
 
                s     o     k    a            ą          
           (y) 
 
What interests us in the representation given in (33) is that the floating 
consonant does not attach to some base final Os in Turkish (O3 in (33)) since 
they have a skeletal point and behave similarly to a full onset. Thus, the so-
ÃÁÌÌÅÄ ȰÅØÃÅÐÔÉÏÎÁÌȱ ÃÁÓÅ ÉÓ ÁÃÔÕÁÌÌÙ ÎÏÔ ÅØÃÅÐÔÉÏÎÁÌȟ ÔÈÁÎËÓ ÔÏ ÔÈÅ ÃÏÎÓÔÉÔÕÅÎÔ 
structure which hosts a Pointed Empty Onset. 
 Note that with respect to ÄÁø-type words (31a) and ayak-type words 
ɉσςÂɊȟ .ÕÈÂÁÌÁÏøÌÕ ɉςπρπɊ ÁÒÇÕÅÓ ÔÈÁÔ ÔÈÅ ÒÅÁÓÏÎ ÆÏÒ ÔÈÅ ÁÂÓÅÎÃÅ ÏÆ ÔÈÅ 
floating consonant is that any vowel initial suffix is attached non-analytically to 
ÔÈÏÓÅ ÔÙÐÅÓ ÏÆ ÂÁÓÅÓȢ .ÕÈÂÁÌÁÏøÌÕ notes that in having non-analytic 
morphology, forms such as daą should be treated in the same manner as 
simplex words such as cadą [ ÁÄąɎ Ȭ×ÉÔÃÈȭ ÉÎ ÔÅÒÍÓ ÏÆ ÄÏÍÁÉÎÈÏÏÄȢ 4ÈÕÓȟ ÄÁø-ą 
ɍÄÁąɎ ÉÓ ÎÏÔ ÄÅÒÉÖÅÄ ÆÒÏÍ ÄÁø ɍÄÁȡɎȢ .ÕÈÂÁÌÁÏøÌÕ ɉςπρπȡρχυɊ ÁÌÓÏ ÓÔÁÔÅÓ Ôhat 
ɍÄÁąɎ ÍÁÙ ÂÅ ÁÓÓÕÍÅÄ ÔÏ ÂÅ ÓÔÏÒÅÄ ÉÎ ÔÈÅ ÌÅØÉÃÏÎ ÁÓ Á ÓÉÎÇÌÅ ÃÈÕÎËȢ /ÕÒ 
assumption is that ÄÁø-ą ɍÄÁąɎ ÉÓ ÄÅÒÉÖÅÄ ÆÒÏÍ ɍÄÁɎȟ ×ÈÉÃÈ ÉÓ Á ÂÏÕÎÄ ÒÏÏÔ ÁÎÄ 
ends in an empty onset having a skeletal point as given in the representation 
(32a). It means that there is no place for the floating consonant to attach to an 
onset in these examples.  

Also, the boundness of [da] or [soka] is related to the final Pointed 
Empty Onset. We observe that the Pointed Empty Onsets must be licensed by a 
nucleus, at least in Turkish; otherwise, they might not appear in the constituent 
structure. This means that the Pointed Empty Onsets do not appear base finally 
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ÉÆ ÔÈÅÒÅ ÉÓ ÎÏ ÌÉÃÅÎÓÏÒ ÎÕÃÌÅÕÓ ÆÏÌÌÏ×ÉÎÇ ÔÈÅÍȡ ɕɍÄÁɎ ȬÍÏÕÎÔÁÉÎȭȟ ɕɍÄÁ-da] 
ȬÍÏÕÎÔÁÉÎ-ÌÏÃȭ ÂÕÔ ɍÄÁ-ąɎ ȬÍÏÕÎÔÁÉÎ-ÁÃÃȭȟ ɍÄÁ-ÁɎ ȬÍÏÕÎÔÁÉÎ-ÄÁÔȭȠ ɕɍÓÏËÁɎ ȬÓÔÒÅÅÔȭȟ 
*[soka-ÄÁɎ ȬÓÔÒÅÅÔ-ÌÏÃȭȟ ɕɍÓÏËÁ-ÌÁÒɎ ȬÓÔÒÅÅÔ-ÐÌȭ ÂÕÔ ɍÓÏËÁ-ąÍɎ ȬÓÔÒÅÅÔ-ÐÏÓÓȢρÓÇȭȟ 
[soka-ąɎ ȬÓÔÒÅÅÔ-ÁÃÃȭȢ 4ÈÅÓÅ ÁÒÅ ÏÕÒ ÉÎÉÔÉÁÌ ÏÂÓÅÒÖÁÔÉÏÎÓ ÒÅÇÁÒÄÉÎÇ the Pointed 
Empty Onsets and their licensing, which deserve detailed investigation in a 
future study. 

In Section 3.3.2., we are going to deal with the cases which apparently 
ȰÃÏÎÔÒÁÄÉÃÔȱ ÔÈÅ ÁÒÇÕÍÅÎÔÓ ÉÎ ÏÕÒ ÍÏÄÅÌȢ 7Å ×ÉÌÌ ÓÈÏ× ÔÈÁÔ ÔÈÅÙ ÁÒÅ ÎÏÔ 
actually contradictory cases but a result of a different constituent structure. We 
will argue for the existence of a new type of nucleus, the Pointed Empty Nucleus, 
which is similar to the Pointed Empty Onsets discussed in this section.  

3.3.2. The Empty Nucleus Types and the Pointed Empty 
Nucleus 

Recall that suffixes are bound items and need a base to attach to. We argued 
ÔÈÁÔ ÔÈÉÓ ÍÏÒÐÈÏÌÏÇÉÃÁÌ ÉÎÆÏÒÍÁÔÉÏÎ ÉÓ ÒÅÆÌÅÃÔÅÄ ÉÎ ÐÈÏÎÏÌÏÇÙ ÁÓ ȰÁ ÃÏÎÓÔÉÔÕÅÎÔ 
ÂÅÇÉÎÎÉÎÇ ×ÉÔÈ ÎÏ ÏÎÓÅÔȡ .ȢȢȢ/ȱȢ The Onset Principle of Itô (1989) and Prince and 
Smolensky (2004) says that every syllable has an onset. A nucleus which has no 
onset is in search of one. The constituent with no initial onset position is the 
phonological dress of a suffix. The base final single onset is the one which the 
suffix initial nucleus searches for. Accordingly, the suffixes begin with a nucleus 
(interpreted or uninterpreted) in Turkish, as well. Consider (34) below.  
 
                    Proper Government 

          
(34)       O1  N1  O2  N2  O3        Na0 Oa1  Na1 Oa2 
 
                x     x     x    x     x           x     x    x     x  
 

d     e    m    i     r          l     e     r          ȬÉÒÏÎ-ÐÌȭ 
      (I)  
                   Element Spreading 

 
According to the representation in (34), when a suffix is attached to the base, 
there will be no blocking for the element spreading in terms of constituent 
structure since there is no blocking initial O coming with the suffix, as suffixes 
have NO structure.32 Accordingly, the element I spreads from the second 
nucleus position (N2) of the base to the nucleus position (Na1) of the suffix.   

 
32 This does not mean that every time we have a suffix, we must have element spreading. 
There are suffixes in Turkish which do not get element spreading from the base. The 
reader may see Charette and Göksel (1994, 1996), Ploch (1998), and Pöchtrager (2009) 
for a detailed discussion of Turkish vowel harmony, element spreading and licensing 
conditions. Also, see Chapter 5 for the discussion on vowel harmony and element 
spreading.  
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 Recall that there are different cases of suffixation in Turkish. In (34) 
above, for instance, a consonant initial suffix (plural marker) attaches to a 
consonant final base. Now let us consider an example where the plural marker 
attaches to a vowel final base in (35). 
 
                         Proper Government 
 
(35)       O1  N1  O2   N2   O3  N3  O4         Na0 Oa1  Na1 Oa2 
 
        x     x      x     x     x             x     x       x     x 
 
                       a     r       a    b     a                 l       a     r ȬÃÁÒ-ÐÌȭ 
  
The empty O4 of the base is followed by the empty Na0 in the representation 
given in (35) above. Note that the existence of the empty positions, for both 
onsets and nuclei, is allowed in our model. Thus, the structure is fine. Let us 
now discuss base+suffix combinations where a vowel initial suffix attaches to a 
consonant final base, as given in (36). 
 
(36)      O1   N1  O2  N2  O3            Na0  Oa1  
 
                  x     x     x     x    x                x       
 
   d      e    m    i     r    i   ȬÉÒÏÎ-ÁÃÃȭ 
        (y) 
 
According to the representation given in (36), the accusative marker comes 
with a floating consonant [y]. However, there is no room for it to attach to in the 
structure, due to the fact that O3 is not empty. In (36), Na0 must be interpreted 
since it is not properly governed. The result is demir-i. Now let us attach the 
same suffix to a vowel final base in (37) below.  
 
(37)         O1  N1  O2  N2  O3   N3  O4       Na0  Oa1   
 
          x     x    x     x     x                  x  
 
          a     r     a    b     a   (y)           ą          ȬÃÁÒ-ÁÃÃȭ 
 
(37) above exemplifies the attachment of the accusative marker to a vowel final 
base araba ȬÃÁÒȭȢ $ÉÆÆÅÒÅÎÔ ÆÒÏÍ ÔÈÅ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÇÉÖÅÎ ÉÎ ɉσφɊ ÆÏÒ demir ȬÉÒÏÎȭȟ 
there is a room for the floating consonant (O4) to attach in (37) above. The 
structure bears the correct output.  

Up to this point, the new model that we offer has been able to explain 
different base+suffix combinations. However, the system developed so far is 
not without problems. Consider (38) below where a vowel initial suffix attaches 
to a consonant final base. 
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(38)        O1   N1  O2  N2   O3       Na0  Oa1  
 

  x     x     x    x     x           x     x 
  

 d     e    m     i     r            i     m  ȬÉÒÏÎ-ÐÏÓÓȢρÓÇȭ 
  
According to the representation given in (38), the first person possessive 
marker comes with no floating consonant. Na0 has to be interpreted due to the 
lack of proper government from a following nucleus.33 Note that the example 
above does not cause any problem for the analysis proposed here. However, a 
problem comes with the attachment of the same suffix to a base which ends in a 
vowel, as in the representation given in (39) below. 
 
  
(39)         O1  N1  O2  N2  O3  N3  O4      Na0   Oa1   
 
          x     x    x     x     x           x       x  
 
          a     r     a    b     a                ą      m   Ȭcar-ÐÏÓÓȢρÓÇȭ 
  
 
According to the representation given in (39), the suffix consonant sits under 
Oa1 following Na0. In this case, Na0 must be interpreted phonetically since it is 
not properly governed. Accordingly, the output is wrong: *araba-ąÍ. The model 
developed here seems to make wrong predictions according to (39). Now, let us 
look at a similar example in (40). 
 
                                                                                             No Proper Government    Proper Government  
 
(40)        O1  N1  O2   N2  O3  N3  O4        Na0    Oa1  Nb0    Ob1 Nb1 Ob2 
 
          x     x    x     x     x              x      x       x       x     x      
 
          a     r     a    b    a          ą       y                d     ą                ȬÃÁÒ-cop-ÐÁÓÔȭ 
 
 
As given in the representation (40), the Nb1 of the suffix part properly governs 
Nb0 in the suffix, as a result of which Nb0 is not phonetically realized, i.e. it is 
muted. Accordingly, the muted Nb0 cannot properly govern the preceding Na0 in 
the previous suffix. Consequently, the output occurs as a wrong form *araba-ąÙ-
Äą ȬÉÔ ×ÁÓ Á ÃÁÒȭȟ ÁÎÄ ÎÏÔ ÔÈÅ ÃÏÒÒÅÃÔ ÏÎÅ araba-y-Äą.  

 
33 The status of N2 in (38) can be questioned: why does Na0 not properly govern the base 
N2 *demrim? The answer is that there is a lexical [i] under N2; therefore, N2 cannot be 
properly governed.  
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The discussion above leads us to two possible results: either (i) our 
model seems to give wrong outputs; or (ii) there are details that we miss. In the 
next section, we will account for the problematic examples given in (39-40) by 
arguing that our model is not wrong, as the existence of a Pointed Empty 
Nucleus can in fact explain the odd cases given in (39) and (40). In this respect, 
we will claim that the existence of a Pointed Empty Nucleus in some structures 
works as if there is a full nucleus.  

3.3.2.1. The Pointed Empty Nucleus  

In the present study, we argue that the empty nuclei, which are silent despite 
the lack of proper government, may exist in languages. These are called the 
Pointed Empty Nuclei and are exemplified in (41) below.  
 
(41)     N 
 
                   x 
 
The Pointed Empty Nucleus is an empty non-head nucleus that remains empty 
without proper government. Na0 in the poss1sg suffix, exemplified in (42) 
below, is an example of the Pointed Empty Nucleus.  
 
 
(42)         O1  N1  O2  N2  O3  N3  O4       Na0  Oa1   
 
          x     x    x     x     x             x     x  
 
          a     r     a    b    a               m    Ȭcar-ÐÏÓÓȢρÓÇȭ 
  
 
As represented in (38) and (42) above, we argue that there are two 
phonological forms for the poss.1sg. marker in Turkish: one with a properly 
governable Na0, as given in (38), and the other one with a Pointed Empty 
Nucleus Na0 in (42). The properly governable suffix initial Na0 realizes [i] in the 
lack of proper government, as in (38), but the Pointed Empty Nucleus Na0 in (42) 
is empty without proper government. 

The Pointed Empty Nucleus cannot be a head nucleus in a given base 
since it is not stressable. Its status is in between a properly governed empty 
nucleus and a phonetically interpreted nucleus. Since it has an inborn skeletal 
point, it is similar to a full nucleus on the one hand, and since it has no melody 
or stress, is similar to a properly governed nucleus on the other hand. This 
implies that the Pointed Empty Nucleus (Na0) can license an onset pair (O4) but 
cannot properly govern or license a nucleus (N3) as in (43).  
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                            No Proper Government 

              Onset Licensing 

 
(43)        O1   N1   O2  N2   O3   N3      O4  Na0   Oa1  ȣ 
 
         x      
 
               
  
We argue that the existence of a Pointed Empty Nucleus depends on licensing by 
another nucleus which is NOT itself an inborn Pointed Empty Nucleus. It must 
be licensed at the projection level to occur in the constituent structure, as given 
in the Pointed Empty Nucleus Condition (44). Otherwise, it cannot exist in the 
structure. 
 
(44)  The Pointed Empty Nucleus Condition 

The pointed empty nucleus must be licensed at the projection level.  
 

Projection licensing licenses internuclear relations, i.e. stress assignment, 
vowel harmony, vowel length, etc. (Harris, 1994; Scheer, 2004). In the present 
study, we argue that the Pointed Empty Nucleus can occur in the constituent 
structure only if it is licensed by another nucleus (not an inborn pointed empty 
nucleus) at the projection level. Projection Licensing, as given in (45), goes from 
left to right within the root and suffixation, as opposed to Proper Government, 
which is from right to left. 
 
 
(45)                                  R    >>>>>>>   R Projection Licensing 
 
 O         N          O        N  O           N O 
 
        ɻ                  x 
 
 
The Pointed Empty Nucleus cannot be licensed by an inborn pointed empty 
nucleus. It means that a pointed empty nucleus (inborn) cannot license another 
one. This is a crucial condition on the licensing of the Pointed Empty Nuclei, 
given that it prevents languages from producing unlimited consonantal strings, 
the existence of which could be guaranteed by the unlimited number of Pointed 
Empty Nuclei.  

According to the Pointed Empty Nucleus Condition, the licensing of a 
Pointed Empty Nucleus at the projection level is a must. However, the licensing 
of a Pointed Empty Nucleus by a full or properly governed nucleus at the 
projection level is subject to the parametric variation as given in (46).  
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 (46)  The Pointed Empty Nucleus Licensing Parameter 
 The pointed empty nucleus must be licensed by a full nucleus. 
 
 ON: Turkish: 
         The pointed empty nucleus must be licensed only by an       
         interpreted nucleus, not a properly governed one. 
 
 OFF: Polish: 
           The pointed empty nucleus may be licensed by a properly   
           governed empty or a full nucleus. 

 
According to the Pointed Empty Nucleus Licensing Parameter given in (46), the 
Pointed Empty Nucleus must be licensed by a full nucleus in Turkish (ON), while 
it may be licensed by a properly governed empty nucleus in Polish (OFF). 
Chapter 4 will refer to the Pointed Empty Nucleus Condition and the Pointed 
Empty Nucleus Licensing Parameter in more detail. 
 Another point may be raised regarding the universality of the Pointed 
Empty Nucleus: does the Pointed Empty Nucleus exist in every single language? 
The existence of the Pointed Empty Nucleus in languages may be predictable to 
some extent in terms of language typology. According to the classification given 
in Gussmann and Harris (1998), languages may be divided into two main 
syllabic types, as illustrated in (47a-b). 
 
(47)  ÁȢ ÏÎÅÓ ×ÈÉÃÈ ÐÅÒÍÉÔ ÏÎÌÙ ÏÐÅÎ ÓÙÌÌÁÂÌÅÓ ɉÔÈÅ Ȭ#6ȭ ÔÙÐÅɊ  

ÂȢ ÏÎÅÓ ×ÈÉÃÈ ÔÏÌÅÒÁÔÅ ÂÏÔÈ ÏÐÅÎ ÁÎÄ ÃÌÏÓÅÄ ÓÙÌÌÁÂÌÅÓ ɉÔÈÅ Ȭ#6#ȭ ÔÙÐÅɊȢ  
Adapted from Gussmann and Harris (1998:4) 

 
Accordingly, the Pointed Empty Nucleus is more probable in CVC languages 
compared to CV ones due to the fact that the possibility for the existence of an 
empty nucleus position in CVC languages is higher than that of CV languages. 
For instance, Zulu and Yoruba are CV languages where all nuclei must be 
melodically realized. This means that they lack both internal and final clusters. 
Thus, we predict that there is no place for the Pointed Empty Nucleus in those 
languages: The Pointed Empty Nucleus is non-applicable in Zulu and Yoruba 
type CV languages. 

On the other hand, it is more probable to come across the Pointed 
Empty Nucleus in CVC languages (such as English, Turkish and Polish), which 
allow both internal and final consonant clusters, as we argued above. Polish, 
especially, among other languages, has a high probability to exhibit a pointed 
empty nucleus due to the fact that the base initial and final consonant clusters 
may have more than three members, according to Cyran and Gussmann (1999), 
Cyran (2003).  

In this sense, a relevant question arises: do we come across a Pointed 
Empty Nucleus in all languages that already allow the existence of properly 
governable empty nuclei (a pointless one)? The answer does not seem to be 
positive. Italian, for instance, is a language which does not have a properly 
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governable empty nucleus while it does have a Pointed Empty Nucleus, as we 
will discuss in Chapter 4. We will present a detailed cross-linguistic discussion 
on the Pointed Empty Nucleus and its universal implications in Chapter 4. For 
now, let us go back to the licensing of the Pointed Empty Nucleus in Turkish.  
 According to our data analysis given in Section 3.3. and to language 
typology, we argue that Turkish has the Pointed Empty Nucleus. Recall that the 
Pointed Empty Nucleus is licensed by a nucleus at the projection level (not by an 
inborn pointed empty nucleus). In Turkish, we argue that the Pointed Empty 
Nucleus can only be licensed by a full nucleus (not a properly governed one) at 
the projection level. Consider the representation given in (48) for araba-m ȬÃÁÒ-
ÐÏÓÓρȢÓÇȭȢ 
                          Projection Licensing 

 
                                                  R     >>>>  R    
(48)       O1  N1  O2  N2  O3   N3    O4      Na0   Oa1   
 
        x     x    x     x     x           x       x  
 
        a     r     a    b     a                m    Ȭcar-ÐÏÓÓȢρÓÇȭ 
 
 
In the representation (48) above, the Pointed Empty Nucleus (Na0) is licensed by 
a full nucleus in N3 at the projection level (left-to-right licensing).34 In light of 
Turkish and other languages to be discussed in the present study, we argue that 
the Pointed Empty Nucleus usually appears at the morpheme edges, such as the 
base final position (Turkish, Dutch) and the suffix initial position (English, 
Turkish).35 The reason why they occur on the edges seems to be related to 
morphology. Scheer (2012) argues that the claim that morpheme edges are 
special is not extra-phonological; on the contrary, morphology reflects into 
phonology at morpheme edges. We will present a detailed discussion on the 
relation between the Pointed Empty Nucleus and morpheme edges in Chapter 4. 
 The relevant question may be how we can understand the existence of 
a Pointed Empty Nucleus in the constituent structure. The evidence for its 
presence comes with phonological processes and so-called exceptions to those 
processes. In other words, there are cases where a phonological process such as 
devoicing fails to apply, as we mentioned in Section 3.2.5. Consider the relevant 
examples from Turkish repeated here as (49a-b). 
 
 

 
34 I thank Ben Hermans for calling my attention into the direction of the projection 
licensing and its possible relations with the occurrence(s) of the Pointed Empty Nucleus 
on the constituent structure.  
35 The Pointed Empty Nucleus also occurs at the left edges of the bases in some 
languages: i.e. in the base initial position (Polish) or in prefixes (English). We will 
discuss how they are licensed in these languages in Chapter 4.  
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(49)  a. hac         [Ä] ȬÐÉÌÇÒÉÍȭ 
 b. metod [d]  ȬÍÅÔÈÏÄȭ 
 
We approach the cases given in (49a-b) as having a Pointed Empty Nucleus. If no 
devoicing appears in the base final onset in a final devoicing language, as in 
(49a-b), and although all conditions are met, we can argue that the base final 
consonant is not actually in the base final position but is followed by a Pointed 
Empty Nucleus which licenses the voiced obstruent. See the representation of 
(49b) in (50). 

      Projection Licensing 

                                    R   >>>   R 
                    Onset Licensing 

 
(50)      O1   N1  O2 N2   O3    N3  O4   
 
 x     x    x     x    x       x       
 
               m    e     t     o    d   ȬÍÅÔÈÏÄȭ 
 
 
In Turkish, although devoicing almost always applies to the base final 
unlicensed non-continuant obstruents, there are a few examples which seem 
ȰÅØÃÅÐÔÉÏÎÁÌȱ ÆÏÒ ÔÈÅ ÐÒÏÃÅÓÓȢ metod, given in (50), is one of them. As is clear 
from the representation in (50) above, the final obstruent of the word metod 
ȬÍÅÔÈÏÄȭ ÉÓ ÎÏÔ ÄÅÖÏÉÃÅÄ ÓÉÎÃÅ ÉÔ ÉÓ ÎÏÔ ÔÈÅ ÂÁÓÅ ÆÉÎÁÌ ÏÎÓÅÔȢ 2ÅÃÁÌÌ ÔÈÁÔ ÏÎÌÙ ÂÁÓÅ 
final onsets are exposed to the Final Onset Parameter and the Non-Continuant 
Obstruent Voice Parameter. In (50), O3 is not the base final onset since it has a 
licensor pair nucleus N3. Since N3 is a Pointed Empty Nucleus, it can remain 
silent. O3 is licensed by the pointed N3. In that way, O3 is not exposed to any 
parametric variations of the Final Onset Parameter or the Non-Continuant 
Obstruent Voice Parameter. We will go into the details and the cross-linguistic 
effects of the Pointed Empty Nucleus in Chapter 4.   
 In the next section, we will compare the pointed and pointless empty 
nuclei in our model in order to be more precise about the different nucleus 
types.  

3.3.2.2. The Pointed vs. Pointless Empty Nuclei  

In the present section, we propose two different empty nuclei available in 
languages. Consider (51a-b) below.  
 
 
(51)  a.  N  b.  N 
      
         x 
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The representation given in (51a) stands for the properly governable empty 
ÎÕÃÌÅÕÓȟ ×ÈÉÃÈ ÍÁÒËÓ ÉÔÓÅÌÆ ×ÉÔÈ ȰÎÏ ÓËÅÌÅÔÁÌ ÐÏÉÎÔȱȢ 4ÈÅ ÒÅÐÒÅÓÅÎÔÁÔÉÏÎ ÇÉÖÅÎ 
in (51b), on the other hand, stands for the Pointed Empty Nucleus Ȱ×ÉÔÈ Á 
ÓËÅÌÅÔÁÌ ÐÏÉÎÔȱȟ ×ÈÉÃÈ ×Å ÄÉÓÃÕÓÓÅÄ ÉÎ 3ÅÃÔÉÏÎ σȢσȢςȢρȢ 

Within the GP literature, the nucleus is always defined with a skeletal 
point. Is the nucleus without a skeletal point a problem for the theory?  
According to GP, (52) below is out since the N has no skeletal point. 

 
 
(52)       * O N 
    

  x 
  
 
ɉυςɊ ÁÂÏÖÅ ÒÅÐÒÅÓÅÎÔÓ Á ÎÕÃÌÅÕÓ ×ÉÔÈÏÕÔ Á ÓËÅÌÅÔÁÌ ÐÏÉÎÔȢ .ÏÔÅ ÔÈÁÔ ÉÎ +ÁÙÅȭÓ 
system, the constituent must have a skeletal point to be a licenser. The 
arguments put forward by Kaye (2000) are given in (53a-c). 
 
(53)  a. Every nucleus can and must license a preceding onset.  

b. Every onset must be licensed by a following nucleus.  
c. Every constituent licenser must dominate a skeletal point.  

Adapted from Kaye (2000:6) 
 
As deduced from (53a, c), every nucleus must dominate a skeletal point in Kaye 
(2000). It is true in that a nucleus without a skeletal point will only be a floating 
constituent with no function. In our discussion, however, we are not in conflict 
with the general view as stated in (53a, c). Consider vowel-zero alternation 
cases from Turkish, given in (54a-b) below. 
 
         Proper Government 

 
(54)    a.  O1  N1  O2  N2    O3  Na0  Oa1   
 
          x     x    x       x     x  
 
          a     k              l     a   ȬÍÉÎÄ-ÄÁÔȭ 
 
 
         No Proper Government 
 
            b.  O1  N1  O2  N2   O3  
  
          x     x    x     x  
 
          a     k       l        ȬÍÉÎÄȭ 
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In (54a), the empty N2 has no skeletal point before proper government. This 
means that it is properly governable and different from the Pointed Empty 
Nucleus given in (51b), which is always empty. The suffix initial nucleus (Na0) 
properly governs N2 and makes it mute, as in (54a). Note that the properly 
governed empty nucleus links to a skeletal point as in (54a) after proper 
government. In (54b), on the other hand, there is no proper governor for N2 and 
it is interpreted. It gets the skeletal point by linking to the melodic content.  

Now, let us focus on the N in (51b). N in (51b) comes with a skeletal 
point, which means that it is not open to proper government. It has a skeletal 
point similar to the interpreted nucleus, which has a full vowel. It is mute 
with out proper government but behaves similarly to a vowel. This means that 
the properly governable nucleus gets its skeletal point after proper 
government, as in the case of (54a). If there is no proper governor for the 
nucleus, it gets the skeletal point by linking to the melodic content, as given in 
(54b). Thus, there is no pointless empty nucleus in the end.  

In Section 3.3.2.3., we will discuss the empty nucleus types and refer to 
the lexical schwa (or [ ] or a default vowel in a given language) in light of the 
previous studies. We will argue that not every instance of [] is the realization 
of a pointless empty nucleus as given in (54a). 

3.3.2.3. Empty and Non-Empty Nucleus Types 

In Section 3.3.2.2., we discussed the differences between the pointed vs. 
pointless empty nuclei. In the present section, we will compare empty nuclei 
with non-empty ones. In our model, we assume that the pointless empty 
nucleus is realized as a default vowel (schwa, [], etc.), depending on the 
language, in the absence of proper government and element spreading. 
However, not every schwa, or [ ], is the realization of an empty nucleus, as van 
Oostendorp (2003), John (2014) and Cavirani and van Oostendorp (2017) 
argue for. 

In the literature, it has been argued that there are different empty 
nucleus types (Harris, 1994; van Oostendorp, 1999, 2003), which have different 
structural representations (John, 2014; Cavirani and van Oostendorp, 2017).36 
For instance, van Oostendorp (2003) argues that there are three types of schwa 
in Dutch: e-schwa (epenthetic), r-schwa (reduction) and s-schwa (stable, non-
alternating). These are given in (55a-c) below. 

 
 
 
 
 

 
36 See Cavirani and van Oostendorp (2017) for the morpho-syntactic categories and 
phonological silence relation within the combination of Element Theory and Turbidity 
Theory, which are not within the scope of the present study.  



The O...O Template Model in Turkish   |   101 
 

(55)      a. E(penthesis)-schwa; this is the type of schwa that alternates with zero.  
b. R(eduction)-schwa; this is the type of schwa that alternates with a full 
vowel.  

              c. S(table)-schwa; this is a rest category from a descriptive point of view:         
              if there is no reason to call a schwa e-schwa or r-schwa, I call it s-schwa.  
              S-schwa is usually already present in the underlying structure. 

Adapted from van Oostendorp (2003:432) 
 
The stable schwa (55c) occurs in the structure without proper government and 
never alternates with Ø. Cavirani and van Oostendorp (2017) develop different 
representations for alternating and non-alternating schwas. Consider the 
representations in (56b-c), respectively.  
 
(56)    a. Ø                  b. / /  c. / /   d. /a/      e. /a/  
                 x            x        x        x        x 
 
 
                 x              x        x    x      x   x        x  
               [Ø]          [Ø]                      [ ]             [ ]                      [a] 

 
Adapted from Cavirani and van Oostendorp (2017:110) Example (15) 

 
The lexical schwa (56c), which does not alternate with zero, is argued to have a 
different representation from the one, which alternates with zero (56b). The 
reduced /a/ and lexical /a/ are represented as in (56d-e), respectively.  

John (2014) is another study which representationally distinguishes 
lexically occurring schwa (57a) from the one which alternates with zero (57b).  
 
(57)  a. N  b.   N  c.   N 
      
                    x         x            x 
     

    ̧                                  ̧
      
                    V 

Adapted from John (2014:5) 
 
(56a) and (57c) stand for the word final empty nucleus in Cavirani and van 
Oostendorp (2017) and John (2014) respectively. Similar to John (2014) and 
Cavirani and van Oostendorp (2017), we also put forward that there is a lexical 
schwa or a default vowel, which has a different constituent (58a) from the 
empty nucleus in (58b). However, different from John (2014) and Cavirani and 
van Oostendorp (2017), our study argues that there is no word final/domain 
final empty nucleus in the constituent structure. Both John (2014) and Cavirani 
and van Oostendorp (2017) argue that there is a word final empty nucleus in 
languages which have a different constituent from the regular empty nucleus. 
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In that way, they eliminate domain final p-licensing and represent the final 
empty nucleus, as given in (56a and 57c), respectively. However, we propose 
different constituencies for the Pointed Empty Nucleus (58c), the pointless one 
(58b), in addition to the lexical schwa/[ ] given in (58a).  
 
(58)  a.   N  b.  N  c.   N 
      
        x                    x 
     
      /    
 
!ÃÃÏÒÄÉÎÇÌÙȟ ÉÎ ÌÉÎÅ ×ÉÔÈ #ÁÖÉÒÁÎÉ ÁÎÄ ÖÁÎ /ÏÓÔÅÎÄÏÒÐȭÓ ɉςπρχɊ ÌÅØÉÃÁÌ ÓÃÈ×Á 
arguments, we argue that not all instances of [] in Turkish (or the default 
vowel in a given language) are the realization of an empty nucleus position.37 
This means that schwa (or [ ]) may lexically occur in the constituent structure 
as in Kand[ ]ra Ȭ0ÌÁÃÅ .ÁÍÅȭȾÍąÎÔɍ]ka ȬÔÅÒÒÉÔÏÒÙȭȢ #ÏÎÓÉÄÅÒ ÔÈÅ 
representation in (59) below. 
 
                    No Proper Government 

        R 
(59)       O1  N1       O2   N2   O3  N3 O4  
 
                x     x         x       x    x     x            
 
                k    a     n  d          r     a      
 
In (59) above, N2 is not an empty nucleus but has a lexical [] with a skeletal 
point. If it were a properly governable empty nucleus, N3 would be able to 
govern and make it silent. Now let us consider Turkish examples, given in (60a-
b) below, for vowel-zero alternation of an empty nucleus, which exemplifies the 
constituent given in (58b) above. 
 
(60)  a.     N2  No Proper Government 
      
      O1    N1           O2   N2          O3   ȬÍÉÎÄȭ 
 
        x     x              x           x      
       
       a    k                l                    
 

 
37 See Harris and Lindsey (1995) for the elemental composition of schwa and for the 
other phonological segments.  



The O...O Template Model in Turkish   |   103 
 

 b.                               N2               Na0   Proper Government 

      
        O1    N1         O2            N2           O3         Na0          Oa1 ȬÍÉÎÄ-ÁÃÃȭ   
 
         x            x   x              x             x           
 
        a    k       l                         
 
As illustrated in the example above, N2 undergoes vowel zero alternation 
depending on the proper government. N2 in (60b) is properly governed and no 
vowel is realized while it is not properly governed and [ ] appears in (60a). In 
both cases, N2 begins its journey as a pointless nucleus and then links to the 
skeletal point in the end.    
 In Section 3.3., our focus has been on bases, suffixes and the Pointed 
Empty Nucleus in Turkish within our new template model. Section 3.4. will 
question the existence of prefixes in Turkish. 

3.4. Prefixation in Turkish  

Recall from Chapter 2 that we made an argument on the constituency of the 
prefixes and suffixes saying that they are morphologically bound to bases. This 
boundness is visible in their phonological shape. Consider (61a-c) below.  
 
(61)   a.          b.             c. 

Prefix Base Suffix 
ON /ȣ/ NO 
 
 
              /ȣ O 

 
As is clear from the representation given in (61a-c), the prefixes (ON) and 
suffixes (NO) are like the mirror images of each other in that they stick to the 
left and right sides of a base, respectively. As a result of prefixation and/or 
suffixation, we get a larger base again, as seen in (61a-c). This section aims to 
question whether Turkish has prefixation in light of our model.  

3.4.1. Prefixation and the Borrowed Forms  

In Turkish, it is hard to see an active and productive prefixation process (Lewis, 
ρωφχȠ 3ÅÂİËÔÅËÉÎȟ ρωχρȠ ¤ÁÈÉÎȟ ςππφȠ +ÏÒÎÆÉÌÔȟ ςπρσ ÁÍÏÎÇ ÏÔÈÅÒÓɊȢ (Ï×ÅÖÅÒȟ 
we may come across some borrowed forms which seem to involve prefixation. 
Consider the examples given in (62a-d), where the Greek prefix a- (62a-b) and 
the French de- (62c-d) are attached to the bases.   
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(62)  a. a-normal ȬÁÂÎÏÒÍÁÌȭ  a- Greek prefix 
b. a-ritmik   ȬÁÒÒÈÙÔÈÍÉÃȭ  
 
c. de-forme   ȬÄÅÆÏÒÍÅÄȭ  de-  French prefix 
d. de-mode   ȬÏÌÄ ÆÁÓÈÉÏÎÅÄȭ  
 

The forms given in (62a-d) are not productive forms in Turkish, and bases 
produced by them are highly limited in number. Thus, they are assumed to be 
lexicalized as whole, single chunks rather than as parsable or morphologically 
derived forms, as illustrated in (63) below. 
 
(63)       O1  N1  O2  N2  O3  N3  O4  N4  O5 
 
        x     x    x     x    x     x    x     x 
 
       a     n     o    r           m    a     l 
 
As seen in (63), prefixation is represented as involving underived, single forms. 
A relevant question may be why we do not assume the forms in (62a-d) as a 
result of a compounding operation. The first reason is that they are 
unproductive, as we have noted above. The second reason is that they do not 
satisfy the minimal word size, which is universally bimoraic or (C)VC/(C)V: 
(McCarthy and Prince, 1986; Kenstowicz, 1994; Inkelas and Orgun, 1995; 
Kabak and Vogel, 2001). This means that the words must end in a long vowel or 
in a consonant to satisfy the minimal word size condition. ItÏǶ and Hankamer 
(1989) argue that Turkish minimal word size is also bimoraic. Kabak 
(2014:121) also points out that although CV syllables are possible in Turkish, 
the syllable types of the words are different. The size must be bimoraic. Kabak 
notes that every other sub-minimal form must be lengthened (musical notes 
such as do:, re:, fa:) or extended via a glide (ko-y-du put-y-past). Dobrovolsky 
(1987) argues that the minimal word size is CVC in Turkish. This claim is also 
shared by Inkelas and Orgun (1995): Turkish chooses (C)VC to satisfy the 
minimal word size condition. The authors argue that most of the monosyllabic 
words in Turkish are (C)VC, rather than (C)V. Inkelas and Orgun (1995:772) 
further argue that while the number of (C)V content words is relatively small 
(around 40), there is a large collection (around 700) of (C)V(X)C content words 
found in the vocabulary of Turkish speakers. 

In sum, the forms in (62a-d) and other similar examples do not have 
compound structure, but they are assumed to be stored as a single chunk in the 
lexicon since a- and de- do not satisfy minimal word size besides their 
unproductivity.  

It may also be assumed that there are some borrowed forms in 
Turkish, such as anti- ȬÁÇÁÉÎÓÔȭȟ which seem to be more productive compared to 
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the examples of a- and de- given in (62a-d), as Göksel and Kerslake (2011:63-
64) note.38 Consider the examples in (64a-e). 

 
(64)  a. antidemokratik   ȬÁÎÔÉ-ÄÅÍÏÃÒÁÔÉÃȭ anti- Greek prefix 

b. antisosyal   ȬÁÎÔÉ-ÓÏÃÉÁÌȭ 
c. antialerjik  ȬÁÎÔÉ-ÁÌÌÅÒÇÉÃȭ 
d. antihistaminik ȬÁÎÔÉ-ÈÉÓÔÁÍÉÎÉÃȭ 
e. antifiriz  ȬÁÎÔÉ-ÆÒÅÅÚÅȭ 

 
(64a-e) exemplify certain Turkish words which seem to be formed with the 
Greek prefix anti-. We propose that anti- is not itself productive, although the 
number of anti+base forms is more compared to a+base and de+base forms. 
Thus, we assume that anti- is not a prefix in Turkish and that it is kept in the 
lexicon as a single string with the related base.  

Note that we do not get anti-base forms as compounds either, although 
they satisfy the minimal word size since anti- is only seen in the borrowed 
constructions as given in (64a-e). In addition, anti- cannot stand alone or act as 
a second member of a compound. Also, Sebüktekin (1971) argues that Turkish 
does allow for the forms in (64a-e) as a single chunk and points out that the 
loan words are mostly treated as monomorphemic forms in Turkish. 

In this section, we have seen that the borrowed prefixed forms are 
adapted into Turkish as a single lexical chunk (anormal, antialerjik , etc.). They 
do not involve an active morphological process of prefixation. Let us now 
question the prefix status of Turkish partial reduplication cases in Section 3.4.2.  

3.4.2. Partial Reduplication in Turkish: Prefixation or 
Compounding? 

Partial reduplication in Turkish has been a controversial issue in that some 
studies accept it as an active morphological process of prefixation, while others 
consider it as involving reduction of the reduplicative compounds. As an 
example of the former, Göksel and Kerslake (2011) argue that Turkish has 
prefixation but is limited to partial reduplication cases. As opposed to Göksel 
and Kerslake (2011), Kim (2009) argues that the partial reduplication is not 
prefixation either in Korean or Turkish but rather is morphological reduction of 
reduplicative compounds. Consider the examples given in (65a-f) below.   
 
 
 
 
 

 
38 Here are some more anti-base forms: antiemperyalist ȬÁÎÔÉ-ÉÍÐÅÒÉÁÌÉÓÔȭȟ antikomünist 
ȬÁÎÔÉ-ÃÏÍÍÕÎÉÓÔȭȟ antidemokratik ȬÁÎÔÉ-ÄÅÍÏÃÒÁÔÉÃȭȟ antidot ȬÁÎÔÉÄÏÔÅȭȟ antitez ȬÁÎÔÉÔÈÅÓÉÓȭȟ 
etc. 
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 (65)  a. kara  ȬÂÌÁÃËȭ  kap-kara ȬÐÉÔÃÈ ÄÁÒËȭ 
 b. güzel  ȬÂÅÁÕÔÉÆÕÌȭ güp-güzel ȬÖÅÒÙ ÂÅÁÕÔÉÆÕÌȭ 
 ÃȢ ÁëąË  ȬÃÌÅÁÒȭ  ap-ÁëąË  ȬÃÒÙÓÔÁÌ ÃÌÅÁÒȭ 
 d. mavi  ȬÂÌÕÅȭ  mas-mavi ȬÄÅÅÐ ÂÌÕÅȭ 
 e. beyaz  Ȭ×ÈÉÔÅȭ  bem-beyaz  ȬÃÈÁÌË ×ÈÉÔÅȭ 
 f. temiz  ȬÃÌÅÁÎȭ  ter-temiz  ȬÖÅÒÙ ÃÌÅÁÎȭ 
 
(65a-f) above involve examples where the first part of the adjective is repeated 
at the beginning of the word. In the Turkish partial reduplication process, the 
base initial ON pair is copied and one of the consonants /m, p, r, s/ is attached 
to the final onset position of the base in order to satisfy the minimal word size 
(Kim, 2009).39 If the partial reduplication were an instance of prefixation, we 
could have *ka-kara, *ma-mavi etc. There would not be a need for the final 
consonant. However, one of the consonants /m, p, r, s/, which are called 
ȰÌÉÎËÉÎÇ ÃÏÎÓÏÎÁÎÔÓȱ ÂÙ ,Å×ÉÓ ɉρωφχɊȟ ÍÕÓÔ ÂÅ ÁÓÓÉÇÎÅÄ ÁÓ ÔÈÅ ÆÉÎÁÌ ÃÏÎÓÏÎÁÎÔ 
of the reduplicated part in Turkish. Consider the examples in (66a-e) to see 
how this reduplication process works.  
 
(66)  a. kara       ȬÂÌÁÃËȭ k'ap-kara *ka-kara ȬÐÉÔÃÈ ÄÁÒËȭ 
 ÂȢ ÁëąË       ȬÃÌÅÁÒȭ 'ap-ÁëąË  *a-ÁëąË                 ȬÃÒÙÓÔÁÌ ÃÌÅÁÒȭ 
 c. pembe     ȬÐÉÎËȭ p'es-pembe *pe-pembe ȬÒÏÓÅ ÐÉÎËȭ 
 d. beyaz      Ȭ×ÈÉÔÅȭ b'em-beyaz *be-beyaz ȬÃÈÁÌË ×ÈÉÔÅȭ 
 e. temiz       ȬÃÌÅÁÎȭ t'er -temiz *te-temiz ȬÖÅÒÙ ÃÌÅÁÎȭ 
 
The copied part seems to get a final consonant in order to satisfy the minimal 
word size, which can be considered as evidence for its base status.  

Also, the linking consonant choice can be taken as another piece of 
evidence for the base status of the copied part. Consider the example given in 
(67) below. 
 
(67)  ÁëąË ȬÃÌÅÁÒȭ  ap-ÁëąË  *ab-ÁÃąË                 ȬÃÒÙÓÔÁÌ ÃÌÅÁÒȭ 
 
Why does Turkish choose the voiceless obstruent /p/ but not the voiced one 
/b/ as one of the final consonants of the reduplicated part as illustrated in (67)? 
We argue that the reason for this observation is related to the base final onset 
and licensing. Compare (68a-b).  
 
(68)  a. kitap  *kitab  ȬÂÏÏËȭ 
 b. güp-güzel *güb-güzel ȬÖÅÒÙ ÂÅÁÕÔÉÆÕÌȭ 
 
In Turkish, a voiced non-continuant obstruent cannot occur in base final 
position due to the lack of onset licensing given in (68a), as discussed in Section 
3.2. Similar to the words, the absence of the voiced obstruent in the final 

 
39 See Yu (1998, 1999), Wedel (1999) and Kelepir (2000) for the discussion on the 
distribution of the final consonant of the reduplicant.   



The O...O Template Model in Turkish   |   107 
 

position of the reduplicated part (68b) implies that the reduplicated part (ap) 
behaves similar to a Ȱ×ÏÒÄȱ ÉÎ 4ÕÒËÉÓÈ ÉÎ ÔÅÒÍÓ ÏÆ ÃÏÎÓÔÉÔÕÅÎÔ ÓÔÒÕÃÔÕÒÅȢ 
Consider these other examples given in (69a-c) to see how the final consonant 
of the reduplicated part behaves in different combinations.  
 
(69)  a. güzel      ȬÂÅÁÕÔÉÆÕÌȭ     güp-güzel         *güb-güzel          ȬÖÅÒÙ ÂÅÁÕÔÉÆÕÌȭ 
 b. ÄÁÄą      Ȭ×ÉÔÃÈȭ           cap-ÄÁÄą           *cab-ÄÁÄą          ȬÖÅÒÙ ×ÉÔÃÈÙȭ 
 ÃȢ ÄİÚÅÎÌÉ   ȬÎÅÁÔȭ              düp-düzenli     *düb-düzenli     ȬÖÅÒÙ ÎÅÁÔȭ 
  
As given in (69a-c), the voiced obstruent is out in the final position of the 
reduplicant. When we scan Turkish Language Association online audio 
dictionary (TDK online sesli sözlük) for base internal and base+suffixal 
combinations, we observe that the adjacent obstruents have a tendency to 
share the same voicing property.40 Even if there are adjacent voiceless/voiced 
or voiced+voiceless consonants in orthography, they are usually pronounced in 
the same voice property. Consider the examples given in (70a-d) below. 
 
(70)  Orthography  Pronunciation  

a. tekzip  [teksip]    
 b. makbuz  [makpuz] 
 c. takdir    [takt ir]  
 d. mahcup  [mahtᾳup] 
   
                           [Ä Ɏ 
 
It may seem a minor point, but the consonants /pg/, /pÄ/ and /pd/ (69a -c), 
respectively, never occur adjacent within a single word in Turkish (simplex or 
suffixed), as seen in (70a-d). Therefore, it seems that the partial reduplication 
part behaves similar to an independent base.  

Moreover, if the reduplicated part in the examples given in (65a-f) 
were a real prefix, there would be a list of the reduplicants in the lexicon. 
However, there is no such list since the reduplicant part is in fact copied from 
the base. It means that there is no specified list of the reduplicants in the 
Turkish lexicon, as opposed to real productive prefixes.  

Also, the initial stress observed in these forms supports the idea that 
the partial reduplicant behaves similar to the first member of a compound but 
not a prefix, since the first member gets the main stress in compounds. 
Accordingly, we conclude that the reduplicant part in (65a-f) has a base 
template as given in (71).  
 
 
 

 
40 The voicing assimilation of the consonants within the same word seems to be a cross-
linguistic tendency. See Padgett (2002) for Russian, van Oostendorp (2007, 2008) for 
Dutch, and van Oostendorp (2017) for other Germanic Languages.  
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(71)      O1         N1         O2  O1 N1 O2 N2 O3ȣ 
              
               x            x            x 

               k            a            p  kara  ȬÐÉÔÃÈ ÄÁÒËȭ 
               g            ü            p  güzel  ȬÖÅÒÙ ÂÅÁÕÔÉÆÕÌȭ 
              a            p  ÁëąË  ȬÃÒÙÓÔÁÌ ÃÌÅÁÒȭ 
               m          a            s  mavi  ȬÄÅÅÐ ÂÌÕÅȭ 
               b           e           m  beyaz  ȬÃÈÁÌË ×ÈÉÔÅȭ 
               t            e            r  temiz  ȬÖÅÒÙ ÃÌÅÁÎȭ 
 
Stress, lack of voicing harmony, impossible clusters, minimal word size and 
final devoicing seem to be evidence for the idea that the partial reduplicated 
part is more likely to be an independent phonological unit rather than being a 
part of the whole string in Turkish. Therefore, we argue that the partially 
reduplicated part has a base template.41  

According to our discussion given in 3.4., Turkish has no genuine 
prefixation. It does have some adapted prefix+base forms which can be treated 
as single chunks (anormal; antidemokratik). Also, partial reduplication is not an 
instance of prefixation but more like to be compounding having two base 
templates. Therefore, the prefix template is not in use in Turkish. 

3.5. Chapter Summary and Remaining Issues  

3.5.1. Chapter Summary 

In the present chapter, we discussed Turkish bases, suffixes and prefixes in 
light of our template model. Recall that every onset is licensed by a nucleus 
except the base final one in our model. In this respect, some languages allow the 
base final unlicensed onset position to be melodically filled out, but others do 
not as a parametric variation: The Final Onset Parameter is repeated here as 
(72). 
 
(72)  The Final Onset Parameter 
 The base final onsets must be melodically mute.  
  
 ON: Italian, Vata, Zulu:  
         Bases must end in a vowel, not in a consonant. 
  
 OFF: Japanese, Malayalam, English, French, Turkish, Polish: 
          Bases may end in a consonant or a vowel. 

 
41 We assume that the reduplicated bases are not listed in the lexicon as separate lexical 
items but are copied from the full base by morphology and the output is sent to 
phonology. See Inkelas and Zoll (2005) and Kim (2009) for reduplication and 
morphological doubling theories for the detailed discussion of reduplication in Turkish 
and other languages. 
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We argued that Turkish fixes the Final Onset Parameter OFF and allows 
consonants to appear in the base final position. However, even if the base final 
onset position may be melodically filled out, there are some restrictions on the 
consonantal possibility since the ideal case for the base final onset position is 
muteness, according to the Final Onset Parameter. In this respect, the base final 
onset position is not free to have every single consonant. Turkish also fixes the 
Non-Continuant Voice Parameter OFF, as given in (73), which we argued to exist 
as a sub-parameter of the Final Onset Parameter in our system.  
 
(73)  The Non-Continuant Voice Parameter  
 The base final non-continuant obstruents can be voiced. 
   
 ON: Kobon, Inupiaq, English, French: 
         Both voiced and voiceless obstruents may occur in the base final  
                        position. 
 
 OFF: Thai, Vietnamese, Dutch, German, Turkish, etc.: 
                          The base final non-continuant obstruents must be voiceless. 
 
As a result, the voiced non-continuant obstruents devoice in the base final onset 
position in Turkish. In terms of suffixation, we argued that the suffix initial 
properly governed nucleus cannot license the base final non-continuant 
obstruents due to the fact that it has no licensing power, as opposed to the base 
internal properly governed nucleus. The suffix initial interpreted nuclei, on the 
other hand, can do licensing since it is full.  
 We also argued for a new type of nucleus in the chapter, the Pointed 
Empty Nucleus, which is used to explain how some nucleus positions remain 
empty without proper government. We argued that the Pointed Empty Nuclei 
are licensed at the projection level by a nucleus, which is not itself an inborn 
pointed empty nucleus (the Pointed Empty Nucleus Condition (74)).  
 
(74)  The Pointed Empty Nucleus Condition 

The pointed empty nucleus must be licensed at the projection level.  
 
The projection licensing is from left-to-right in bases and base+suffix 
combinations. In addition, we proposed that the Pointed Empty Nucleus prefers 
to be licensed by a full nucleus in Turkish while it may be licensed by a properly 
governed nucleus in other languages, such as Polish (See Chapter 4) as a 
parametric variation: The Pointed Empty Nucleus Licensing Parameter (75). 
 
 
 
 
 
 
 



110   |   Chapter 3 

(75)  The Pointed Empty Nucleus Licensing Parameter 
 The pointed empty nucleus must be licensed by a full nucleus. 
 
 ON: Turkish: 
         The pointed empty nucleus must be licensed only by an       
         interpreted nucleus, not a properly governed one. 
 
 OFF: Polish: 
           The pointed empty nucleus may be licensed by a properly           
           governed empty or a full nucleus. 

 
We also stated that the Pointed Empty Nucleus is necessary to explain 
phonological exceptions within languages, as we will go on arguing for in 
Chapter 4. 
 Our basic data were the bases and suffixes in Turkish, since Turkish 
does not have any productive prefix or active prefixation process. We 
supported that observation with empirical and theoretical evidence. 
 In conclusion, we argue that the template model proposed in Chapter 2 
works well in Turkish. However, everything may not be that easy for Turkish if 
we take more complex data into consideration. In Section 3.5.2., we will discuss 
the probable problems we may come across in Turkish data analysis and we 
will present our solutions to them within our model.  

3.5.2. Remaining Issues 

3.5.2.1. Longer Suffixes in Turkish  

In Turkish, there might be some more complex cases that we have to deal with 
in our model, such as longer suffixes. Consider the examples given in (76a-b) 
below, where poss1.pl and poss2pl suffixes are attached to the base 
respectively. 
 
(76)  a. ev-imiz ȬÈÏÕÓÅ-ÐÏÓÓȢρÐÌȭ 
 b. ev-iniz ȬÈÏÕÓÅ-ÐÏÓÓȢςÐÌȭ 
 
For the forms given in (76a-b) above, the suffix template we proposed seems to 
fail. Consider the representation given in (77a-b), where poss1pl and poss2pl 
suffixes are attached to the base and the result is not correct: *evmiz and *evniz, 
respectively. 
                          Proper Government  

 
(77)   a.    O1  N1  O2   Na0  Oa1 Na1 Oa2  
 
                       x     x      x     x     x    x 
 
                                e     v             m    i     z  ȬÈÏÕÓÅ-ÐÏÓÓȢρÐÌȭ 
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     Proper Government  
 
  b.    O1  N1  O2   Na0  Oa1 Na1 Oa2  
 
                       x     x      x       x     x     x 
 
    e     v               n     i      z   ȬÈÏÕÓÅ-ÐÏÓÓȢςÐÌȭ 
 
According to the suffix template model we have offered so far, the Na1 of the 
suffix part properly governs Na0 in the suffix, as a result of which Na0 becomes 
silent, as represented in (77a-b).  

According to the pronominal paradigm in Turkish, {-(I)mIz} and {ɀ
(I)nIz} are two morphemes marking the first and second person plural 
possessive, respectively (Göksel and Kerslake, 2011). Why are the first and 
second person plural possessive suffixes problematic in our model? We argue 
that the problematic nature of these forms is only apparent. It is not a problem 
for our model, as the suffixes given in (76a-b) have different phonological 
shapes in terms of constituency: the template for the first and second person 
plural possessive marker is not Na0Oa1Na1Oa2. Instead, a longer structure is 
employed: Na0Oa1Na1Oa2Na2Oa3, as given in (78). 

 
                                No Proper Government   Proper Government 

 
(78)      O1   N1  O2 Na0 Oa1 Na1 Oa2  Na2 Oa3     
 
        x     x    x     x                   x     x 
 

       e     v    i     m                    i     z  ȬÈÏÕÓÅ-ÐÏÓÓȢρÐÌȭ 
             n                     i     z               ȬÈÏÕÓÅ-ÐÏÓÓȢςÐÌȭ 
      (I)   
                   Element Spreading 

 

The representation given in (78) above indicates that the suffix template 
involves Na0Oa1Na1Oa2Na2Oa3 structure instead of a shorter version of 
Na0Oa1Na1Oa2. In this way, the correct output is observed: Na2 properly governs 
Na1 and makes it silent. Being properly governed, Na1 cannot properly govern 
Na0, as a result of which it is interpreted phonetically.     

Another question regarding our model comes with examples where a 
single nucleus seems to do more than one job at a time. The relevant question is 
if this is really possible or not. Now, let us have a look at the representation 
given in (79) below for clarification. 
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     Projection Licensing          Projection Licensing 

(79)      R   >>>   R       R   >>>   R 
              Proper Government           Proper Government 

 O1  N1  O2   N2  O3  N3  O4    Na0  Oa1    Nb0 Ob1  Nb1  Ob2  Nc0 Oc1 Nd0 Od1  Nd1  Od2       
 
         x     x     x     x    x             x     x         x     x       x             x     x     x    x     x 
 
         a     r     a     b    a                    m              d       a              y           d     ą       
      
      ȬÃÁÒϹÐÏÓÓȢρÓÇ-loc-cop-ÐÁÓÔȭ 
 
In (79), Nb1 properly governs Nb0 and at the same time it licenses Nc0 at the 
ÐÒÏÊÅÃÔÉÏÎ ÌÅÖÅÌȢ /ÕÒ ÑÕÅÓÔÉÏÎ ÉÓ ×ÈÅÔÈÅÒ ÔÈÉÓ ȰÄÏÕÂÌÅ ÄÕÔÙȱ ÉÓ ÐÏÓÓÉÂÌÅȢ 4ÈÅ 
same interpreted nucleus can do both government and licensing. Nb1 licenses 
its pair onset Ob1 and properly governs Nb0. Note that this has also been argued 
in previous GP accounts (KLV, 1990; Harris, 1994). Then, Nb1 licenses the 
Pointed Empty Nucleus in Nc0 at the projection level. Thus, a single nucleus can 
do two or more jobs at the same time. 

Before coming to the end of this section, we would like to discuss some 
further points regarding devoicing which have not been mentioned in the 
previous sections.  

3.5.2.2. Further P oints on Devoicing  

The first point we would like to mention regarding devoicing concerns the 
voiceless obstruents. In Turkish, the word final voiceless obstruents, as in the 
words kitap ȬÂÏÏËȭȟ adet ȬÉÔÅÍȭȟ haç ȬÃÒÏÓÓȭȟ ÁÎÄ renk ȬÃÏÌÏÒȭȟ ÍÁÙ ÂÅ ÐÅÒÃÅÉÖÅÄ 
not as voiceless as are the word initial ones, such as ÐąÒÁÓÁ ȬÌÅÅËȭȟ terlik  
ȬÓÌÉÐÐÅÒÓȭȟ çimen ȬÇÒÁÓÓȭȟ ÁÎÄ kalp ȬÈÅÁÒÔȭȢ &ÏÒ ÔÈÉÓ ÒÅÁÓÏÎȟ ÔÈÅ ÖÏÉÃÉÎÇ ÑÕÁÌÉÔÙ ÏÆ 
the final obstruents may seem suspicious, i.e. the sounds in questions might be 
considered as in between voiced and voiceless, instead of voiceless. However, 
ÆÏÌÌÏ×ÉÎÇ +ÏÐËÁÌÌą ɉρωωσɊȟ ×Å ÐÒÏÐÏÓÅ ÔÈÁÔ Á ÃÏÍÐÌÅÔÅ ÎÅÕÔÒÁÌÉÚÁÔÉÏÎ ÏÃÃÕÒÓ ÉÎ 
base final devoicing. We assume that the difference between the base final 
voiceless obstruents and the base initial ones is not about the voicing quality 
but the (level of) aspiration. In the base final position, aspiration may not be as 
strong as in the base initial position (Kallestinova, 2004; Petrova, Plapp, Ringen 
and Szentgyörgyi, 2006).  

Another point concerns the devoicing process in non-obstruents. Apart 
from the obstruents mentioned above, the liquid [r] is assumed to be devoiced 
×ÏÒÄ ÆÉÎÁÌÌÙ ÉÎ 4ÕÒËÉÓÈ ɉ,Å×ÉÓȟ ρωφχȠ 4ÏÐÂÁĥȟ ςππχ ÁÍÏÎÇ ÏÔÈÅÒÓɊȢ 
 
(80)   bir  ȬÏÎÅȭ  O [biÒԎ]  
        
According to (80), /r/ may be heard as voiceless word finally. However, the 
problem comes with the question of why it is not voiceless when a consonant 
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initial suffix attaches to it, different from the regular suffixation cases given 
above for Turkish. Consider the examples given in (81a-b).  

 
(81)  a. bir-den       ȬÆÒÏÍ ÏÎÅȭ  O [bir_den] P *[biÒԎten] Q 

    one-abl 
 
b. kitap-tan  ȬÂÏÏË-ÁÂÌȭ  O *[kitab_dan] Q [kitap_tan] P

  
Although [r] is base final and not licensed by a nucleus in (81a), it is not 
devoiced. The initial consonant of the suffix {-Dan} (abl), which harmonizes 
with the base final sound (ev-den ȬÈÏÍÅ-ÁÂÌȭ ÖÓȢ kap-tan ȬÃÕÐ-ÁÂÌȭɊȟ ÉÓ ÁÌÓÏ ÖÏÉÃÅÄ 
[d] in bir-den in (81a). Thus, there is no devoicing. In (81b) kitap-tan, on the 
other hand, devoicing appears after suffixation, too, since the suffix initial 
nucleus is properly governed, as we discussed in Section 3.2.3.  

With respect to (81a-b), our observation is that [r] is not one of the 
non-continuant obstruents, but it is a liquid: it does not have a () element in its 
composition. In terms of elemental complexity, it has only one element (A). 
Therefore, it is not a complex sound as the obstruents, so its devoicing is not 
probable, at least in Turkish. Briefly, regarding to the base final /r/, our 
hypothesis is that what we hear is not a voiceless [r] in the base final onset 
position but a kind of hissing coming with some prosodic break. If we give a 
pause after [r] and put some emphasis on it, it is possible to hear that hissing 
[r]. Note that this is just a naive observation and needs further investigation 
and detailed acoustic analysis in a future study. 

 




