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1.0 Introduction

The aim of this dissertation is to investigate the mechanisms of syntactic
change in situations of language contact. This will be done by analyzing
morphosyntactic innovations found in present -day Frisian in the domain of
infinitival verbs . | will look at what kind s of changes there are in presentday
Frisian, how they can be analyzed syntactically and why they have the
particular form and appear in the particular areas of the grammar that they
do.

This research was conducted in as part of the AThEME (Advancing The
European Multilingual Experience) project .t | aim to contribute to the
empirical knowledge on Frisian and Dutch contact phenomena, syntactic
theory on infinitival verbs and to general theories on language contact and
change. This dissertation is innovative in investigating changes that are
currently taking place in Frisian and in combining theoretical syntax with an
analysis of language contact.

The two languages of main interest in this dissertation are Dutch and
Frisian.2 Frisian is a regional minority language spoken in Fryslan, a province
in the north of the Netherlands. While Dutch is the official and majority

! This project has received funding from the European 4 OB 00z Uw21 Yi 601 w®nUE Ol b ¢
Programme for research, technological development and demonstration under grant

agreement no. 613465.

2, UUOUDPET wOl wUOT T w-1U0T1UOCECEUOW»uBOBEDBOADOwOO WE Biwivi
it from the North -Frisian and East-Frisian language varieties spoken in Germany. In this

dissertation, | will use the term Frisian solely to refer to the West -Frisian variety spoken in

the Netherlands.
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language in the whole of the Netherlands, Frisian was given the status of
official language in Fryslan in 2014. In Chapter 2, | will discuss the language
situation in Fryslan in a bit more detail to provide a (socio)linguistic context
for the syntactic changeswhich are discussed in this dissertation.

1.1 The present study

1.1.1 Research questions

In this dissertation | aim to answer three research questiors. First, to discover
what kind of changes we find in Frisian, there is the empirical question:

(1) The empirical question
What kind of morphosyntactic innovations do present -day
speakers of Frisian show in addition to the original patterns of
their language

To find out what these innovations look like in the grammar, there is the
syntactic question:

(2) The syntactic question
How are these innovations represented inthe Ux 1 E Ol UUz
grammars? How does this relate to the grammatical
representation of the original patterns?

And finally, to investigate why we find these particular changes, there is the
change question:

3 To establish the original patterns of Frisian, | used information from reference grammars
(Tiersma 1985, E. Hoekstra 2018al), other work on Frisian syntax (mainly J. Hoekstra 1997,
Dyk 1997, De Haan 2010) and inbrmation from native speakers. | am aware that grammars
are not completely representative of actual language use in the community, and that they
focus on a standard language, thereby omitting (dialectal) variation. However, | believe

they can provide a solid starting point for this research, especially when supplemented by

these other sources.
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3) The change question
Why do we find these innovations, i.e.:
Why do we find more innovations in certain areas of the
grammar than in others?
Why do the innovations have this particular form?

In Chapter 2, | discuss my theory on language contact and change and
present three hypotheses with regard to the change question. The empirical
Chapters 3, 4 and 5 aim to answerthe research questionstogether, by means
of three empirical case studes. The empirical domains are infinitival suffixes,
noun incorporation and the absentive. There are three different reasons to
choose these particular empirical domains. First of all, all three domains show
microvariation (that is, Dutch and Frisian show some small but interesting
differences in their morphosyntax in these domains). Secondly, for all three
domains, there were signs of language change the data from the
guestionnaire | administered to speakers of Frisian in the first stage of my
study, showed that some speakersdisplayed innovations in their grammars .
Therefore, these domains could give us insight into the nature of language
change on a micro-level. Finally, the three areas are related to each other as
they all concern infinitival verbs. The data and analyses of these areas together
form a unit of new information and insights on the syntax of Dutch and
Frisian infinitival verb s.

1.1.2 Syntactic framework

In this subsection | will briefly introduce the main assumptions | use in this
dissertation. It is written within a generative framework. To be more specific,
my view on syntax is based on the Distributed M orphology framework ( Halle
& Marantz 1993. This entails two important assumptions. First of all, | believe
that all morphology is part of syntax, that is, there is no word-building in the

lexicon or a separate morphological system. Each derivational or inflectional
morpheme is represented on a syntactic node. Secondly,| believe that each
concept enters syntax asaroot, as in (4):

(4) EDOG

The root EDOG includes semantic information, namely on what the concept
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of EDOG entails, but does not include any syntactic information. Following
the line of Halle & Marantz (1993), but contra Borer (2013), | assume thaa
root, when it enters the syntax, needs to be categorized by means of syntactic
categorizer such as r? or vo.

Following Harley ( 2009 | assume that roots can have complements, and
selectional features. Fa example, the root EDESTROY can select an internal
argument which has to be nominal, that is, there is always somethingwvhich is
destroyed.

The tree in (5)below sketches the clausal skeleton | assume, that is, the basic
syntactic structure of a sentence.

) cp
/\

C TP

T

T AspP
Asp VoiceP

Voice vP

N

(External argument) v’

N

v \P

N

V' (Internal argument)

At the bottom of the tree, we find the root with its internal argument as its
complement. The root is then categorized as a verb by \, and the external
argument is introduced in the specifier of the vP projection. Above VP |
assume a \biceP layer, in which accusative case is assigned. Above VoiceP, |
assume an Aspectual layer, where aspectual adverbs are located, which will
be relevant in Chapter 3. Above AspP is Tense, where inflectional featuresare
located. Finally, at the top of the tree we find the CP, the domain of
complementizers. | believe that some of the projections in this structure , for
example the CP, can have a more elaborate structure than presented here (see
Rizzi 1997). However, as this is not directly related to the topic of this
dissertation, | will use the tree structure in (5), which includes only the
projections which are relevant here.

This section introduced the general syntactic assumptions for this



Introduction )

dissertation. Any additional assumptions concerning the syntactic structure
will be discussed in the relevant sections of the next chapters.

1.1.3 Data collection

The empirical data in this dissertation w ere gathered by means of two digital
guestionnaires. These were distributed via Facebook The first questionnaire
consisted of two parts. The first part was a background questionnaire, which
included questions about the following topics: 4

- Place of birth

- Place of residence

- Province in which they have lived the majority of their lives

- Education level

- Whether they have had any education in Frisian

- Whether their parents spoke Frisian, Dutch or both

- In which kind s of situations they mostly use Dutc h and Frisian (formal
vs. informal)

- How much Frisian they speakon an average day (in %)

- How much Dutch they sp eak on an average day (in %)

- How much of other languages/dialects they speak on an average day (in
%)

These external factors were not of primary interest in this study, but as they
might influence language change, they were included in the questionnaire.

The second part of the questionnaire, administered approximately two
months later, consisted of an acceptability judgment task. In this task,
participants had to judge whether a given Frisian sentence sounded natural
or unnatural to them on a 5-point Likert scale (Likert 1932), where 1 stood for
2EOO0xOI Ul OawUOOEUUUE 02 Ow E Othisl kathdd@wasu ? E O O x
chosen because it is clear that acceptability judgments form a continuous
spectrum (Sprouse 2007:123) and because numeric scales offer the possibility
of find ing statistical effects. The gradual nature of judgments is taken into
account in this dissertation, but | generally interpret the numbers 1 and 2 as
reflecting judgments of ungrammaticality, while | interpret the numbers 4

4 The complete questionnaire can be foundin the Appendix .
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and 5 as reflecting judgments of grammaticality , based on the scales discussed
in Spinner & Gass (2019, section £2.7). The number 3, which is the midpoint,
PUwbhOUI UxUI U1l EWEUW?UOEOI EU? 8 ww

The task was introduced as follows (in Frisian, here translated into
English):5

261 WEUOwa OU wU O wb Ownetkekt Soundd ndtUral br Brifdtwaltd O U1 OF
you, and if youcould say it like this yourself. You can indicate this on a scale from 1
sEOOxO1 Ul OAawOEUUUEOOW( wEOUOEWEOUOWUEa wh
We are interested in your daily use of dalage. It is therefore important that you

think about your own speech, not about what kind of sentences b®usiditablén

formal situations, or what the official grammar rule would be. There arighioor

PUOOT wEOUPT UUwWI T Ul n-»

The acceptability judgment task consisted of 73 Frisian sentences, based on
the following grammatical phenomena:

- Verb second in embedded clauses

- The Imperativum Pro Infinitivo -construction

- Preposition stranding

- Geanmp? 1 @nd&liuwep? U Uds aspektual verbs
- Complementizer argreement

- Complementizer following a relative pronoun

- Infinitival suffixes

- Noun incorporation

- The absentive

All testitems can be found in the Appendix. In Chapter 6, | will briefly discuss
the results of the topics in the above which are not the main focus of this thesis

5 Despite these introductions, it should be kept in mind that prescriptivism might play a

role in acceptability judgment tasks, especially written ones. Therefore, the results

discussed in this dissertation might not provide a completely accurate reflection of

UxT EOIl UUZzwxUOEVUEUPOOWOUWI UEOOEUUB W' OPI YT UOwWUDOE
we compare for example these results to the judgments of other linguistic structures, | will

EUUUOT wUTEVwUT PUw PDOEOPWDOUOWUOT T wUxT EOT UUzZwl L
information to make solid theoretical claims, and | will put the issue of prescriptivism and

wr itten questionnaires aside.
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(i.e. Infinitival suffixes (Chapter 3), Noun incorporation (Chapter 4), The
absentive (Chapter 5))

The questionnaire did not include fillers, as the mixing of different
phenomena within one questionnaire was supposed to mask the relevant
parts of each item for the participants

All items were given in Standard Frisian and were checked for spelling and
other possible errors by linguists with native knowledge of Frisian.

Approximately a year after the first, a secondquestionnaire was sent to the
same group of participants. To ensure there were no significant changes in the
linguistic behavior of the participants, the questions about their language
background and language use were asked again. After this, 72 Frisian
sentences were administered to be judged, again on a scaleranging from 1
(unnatural) to 5 (natural). These itemsall related to the three selected main
empirical domains of this dissertation: infinitival suffixes, noun incorporation
and the absentive.

560 participants participated in the first questionnaire. However, 33
participants were excluded from the analysis because neither Frisian nor
Dutch was their native language and there was insufficient information on
the other languages that they spoke. This left 537 participants for the data
collection. This group consisted of 408(76%)femalesand 129(24%)males and
their ages ranged from 17 to 86. 447(83%) of the participants were native
speakers of Frisian (i.e. they acquired Frisian before the age oft). 124speakers
(23%)were bhilingual from birth (they acquired both Frisian and Dutch before
age 4). 247(46%) speakers acquired Frisian from birth and Dutch from age 4
(primary school age in the Netherlands). The other speakers acquired either
Dutch or Frisian later.

350 patrticipants filled in the second questionnaire. Thesewere a subset of
the participants from the first questionnaire. Among them, there were 94
(27%) men and 256 (73%) women and their ages ranged from 18 to 86. 277
(79%)of them were native speakers of Frisian (.e. they acquired Frisian before
the age of 4). 75(21%) of them were bilingual from birth. 159 (45%)speakers
acquired Frisian from birth and Dutch from age 4. As can be seerfrom these
percentages this group is quite similar to the larger group who filled in the
first questionnaire.
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1.2 Chapter outline

In this subsection | will present a short preview of the remaining chapters in
this book.

Chapter 2 presents my views on language contact and change. Following
Rizzi (2017) | assume that there are three types of parameters: Speibut
parameters, Move parameters and Merge parameters. Following Biberauer &
Roberts (2017), | assume that parameters also come in different sizes: they can
apply to one item, or to a class of them. Bagd on these theories, | develop
three hypotheses:

(6) 2, OYIl wET [ ObypatinesisUT T 2
Move parameters are more prone to change than Merge
parameters.

@) ?Spell-out before Move and Merge?-hypothesis:
Spell-out parameters are more prone to change than Move
parameters and Merge parameters.

(8) ?22 OE OO WE khipOthkekisuE BT 2
Smaller parameters are more prone to change than bigger ones

These hypotheses will be explained in more depth in Chapter 2 and
subsequently related to the data in Chapters 3, 4 and 5.
Chapter 3 discusses infinitival suffixes in Frisian and Dutch. In Frisian,
there are two kinds of infinitival suffixes: infinitives ending in [ ]
(orthography: -¢ e.g. rinne ? PEOCO? Aw EQEw DOI DOMIDYI Uw
(orthography: -ene.g.rinnen? PEOO? A6 w( OwUT 1 wi Dandydeux EU U w
the [ n]-infinitive. | show that it is a nominal infinitive, as traditionally
assumed (see, among others, J. Hoeksa 1997)and that it includes an n®in its
syntactic structure. | then show that the Du tch nominal infinitive has the same
syntactic structure and that only the spell -out of n¢ is different ([, ], although
it is written as t enin Dutch, too). Next | show that the Frisian infinitive ending
in L] (e.g. rinne ? P E ® @7 verbal infinitive . Again, the Dutch verbal
infinitive is actually the same. The language variation we find between Dutch
and Frisian in infinitival suffixes is a matter of spell-out and can be captured
in a Spell-out parameter. In the final part of the chapter, | discuss empirical
data which shows that the phonological distinction between the two
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infinitives in Frisian is disappearing for some speakers. | argue that this is the

result of language contact with Dutch and of the involvement of a Spell-out
parameter, which is vulnerable for change, based on the hypotheses from
Chapter 2.

Chapter 4 discusses noun incorporation in Frisian and Dutch. In Frisian,
nouns can productively incorporate into the verb, e.g. mess(e)lypj&?knife -
UT E U X In@utch, a similar pattern occurs in which a nominal phrase
incorporates into infinitival verbs, as in aan het muizen vangefon the mice-
catch.inf, i.e.? EEUE T b O1 argGebitiai the £l@ments which move to the
verbs are not the same in Frisian and Dutch, as reflectedin distinct Move
parameters. Data from questionnaires show that many speakers of Frisian not
only acceptthe traditional Frisian noun incorporation patterns, but also the
patterns from Dutch. This signals language change; these speakers have a
parametric setting which is similar to the Dutch parametric setting.

Chapter 5 discussesthe absentive in Frisian (illustrated in ( 9)) and Dutch
(illustrated in ( 10)).

(9) Jan is te fiskjen. Frisian
John is to fishINF
?2) O GwbiUpud B OT 2
(10) Jan is vissen Dutch
Johnis fishINF
?2) Ol OwbUwOI | wi PUT POT 2
371 WEEUI OUPYI wPhUWEwWUaOUEEUDEWEOOUUUUEUDC
I show that there are differences between this construction in Frisian and
Dutch and that they can be explained by means of asilent goanalysis (based
on Abraham 2008); that is, in both (9) and (10), there is a silent perfective verb
go. The differences between Frisiangean? T 02 A w E QdanupR U OB TA wE E O
account for the differences we find in the absentive, such as the different types
of infinitives (a bare infinitive in Dutch, a te-infinitive in Frisian). The variation
between the Dutch and Frisian absentive can be captured by a Merge
parameter (Frisian geanmerges with a PP, while Dutch gaanmerges with a
vP). Finally, | discuss the change that istaking place in Frisian: some speakers
accept a Dutch-like absentive, in addition to the original Frisian absentive.
Finally, Chapter 6 concludes this dissertation. It summarizes how language
change is restricted by the syntax of a construction; the type of parameter
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which is involved influenceswhether and how the change occurs. The chapter
touches upon some other relevant empirical data and provides suggestions
for future research.



Language contact and change from
a syntactic perspective

2.0 Introduction

This chapter will present my view son language contact and change and relate
them to the empirical domain of this thesis. At the end of this chapter, | will
present three hypotheses which will be guiding throughout the thesis.
In the introduc tion of this thesis, | presented my research questions. They
PPOOWEIT wUl xI EUI EwET OObwi OUwWUT T wUl EET Uz Uu

Q) The empirical question
What kind of morphosyntactic innovations do present -day
speakers of Frisian show in addition to the original patterns of
their language?

(2) The syntactic question
How are these innovations represented inthe Ux 1 E Ol UUz
grammars? How does this relate to the grammatical
representation of the original patterns?

3) The change question
Why do we find these innovations, i.e.:
Why do we find more innovations in certain areas of the
grammar than in others?
Why do the innovations have this particular form?
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The empirical domain which | will use to answer these questions is the
domain of infinitives. In the next three chapters | will discuss three types of
data: infinitival suffixes, noun incorporation, and the absentive, and | will
analyze thesedata to answer the empirical questioand the syntactic question
However, to answer the changequestion a connection needs to be made
between formal syntax and theories of language contact and language change.
It is the goal of this chapter to provide this connection and give a theoretical
context to the changes that we find in the grammars of Frisian speakers.

It is beyond the scope of this thesis to provide extensive overviews of the
literature on language contact and change that has emerged ower the years.
Instead, | will give a brief overview of the most important notions, and discuss
only what is directly relevant for this thesis. Before | do this, however, | will
sketch the Dutch / Frisian language situation, to give the reader an idea of the
intensity of language contact between these languages.

2.1 The Dutch / Frisian language situation

Frisian is a WestFrisian language variety spoken in the province of Friesland,
in the northern part of the Netherlands. Traditionally, three main dialects a re
identified: Waldfrysk ( Forest Frisian), Klaaifrysk (Clay Frisian) and
Sudwesthoeks (Southwest quarter). Most of the differences between these
dialects are lexical and phonological (Tiersma 1985) For the current study,
these three dialects are not const | Ul EwUl xEUEUT 0aduw( wUl i1 U
variety.
There are almost 500.000 speakers of Frisian, which is approximately 75%
of the 640.000 inhabitants of the province in 2007 (Nortier 200949). These
numbers are restricted to a definition of speaker EUw? E1 DOT wEEOI wU Ow
UOEI UUUEOEwWUT 1 wOEOT UET T 28w3T 1 UI WEUIT WE x x |
in 2007, which is a little more than half of the inhabitants of the province.
Since 2014, Frisian has been recognized by the Dutch government as an
offi cial language. Although it has a written standard, Frisian is more an oral
language: only 15% of the population report that they write it well  (Provinsje
Fryslan 2015).
Frisian and Dutch are both West-Germanic languages. They are closely
related, and show much overlap in the lexicon as well as in the domains of
syntax, morphology and phonology. The differences between the languages
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are therefore sometimes subtle and make an interesting case for research on
language change. In the last few decades, the soail situation changed a lot: in
the 20th century, the Dutch-Frisian language situation has changed from
PUUEEOI wEDPT OOUUDPE? wlUOw? U Qu1G:E3E)MiutehtamlO b OT U E
Frisian have existed side by side in the north of the Netherlands for centur ies.
When Dutch became the standard language of the entire country of the
Netherlands, Frisian remained to be the language spoken by the lower and
middle class of the population. It was mainly used in informal settings. Dutch
was the language used for formal matters and mostly a second language for
the Frisian people (Van Bree & Versloot 2008) In the cities, Dutch had a more
important role and the contact dialect Stadsfryskpp? 3 OP Ow%UDUDPE D2 Aw
(Van Bree & Versloot 2008), which shows characteristics fom both languages,
although its syntax seems to be mostly Frisian. Besides these contact dialects,
Dutch and Frisian of course have influenced each other somewhat during the
centuries, but during the last century, Dutch seems to have a bigger impact
than before (De Haan 2010a) Since 1901, & children are obliged to go to
school from the age of 6, where education is in Dutch (possibly supplemented
by Frisian or English, but the official main language is Dutch (Dutch Law on
Primary Education 1981:Article 9)). Moreover, Dutch is used more and more
at home and in public life. Although Dutch is not native for everyone, it is at
least a second language for practically all Frisian speakers(De Haan 2010a)
The status of Dutch has therefore changed a lot in the last century and it is
now clearly the majority language (De Haan 201Q). This dissertation
therefore focusses on the current language contact situation, in which we
expect much language change, although it isclear that Frisian and Dutch have
always been in contact.

Majority languages can have much impact on minority languages.
Especially if two varieties are very similar, as are Dutch and Frisian, contact-
induced changes can occur easily(Thomason 2001) This is indeed what we
seein Dutch -Frisian language contact It is most notable in the lexical domain,
as a substantial amount of Dutch words have become part of the Frisian
vocabulary (De Haan 2010a) However, morphological and syntactic changes
are also visible. For example, in Frisian, the word order of a verbal complex is
different from the Dutch word order. While in Frisian a three verb cluster
always has the order 3-2-1 (where 1 is the finite verb which selects verb 2, and
verb 2 selects verb 3) as illustrated in (4), the canonical order in Dutch is 1-2-
3, as in(b):
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(4) Hy sei dat er Jan[helpes wold2 hati] Frisian
He said thathe Jan[help wanted hag
21 wOBEREW 1 wl EUWPEOUI EwUOOwWI 1 Oxw) EOS

(5) Hij zei dat hij Jan [heefti willen2 helpens] Dutch
He said that he Jan [has  wanted help]
?' ] wOBERFW | wi EUwPEOUTI EwOOwi 1T Oxw) EOCS

Recently the Dutch order has also been used by some Frisian speakers (De
Haan 2010), and there are even innovations of orderswhich used to be
ungrammatical in both Frisian and Dutch (Koeneman & Postma 2006), as
illustrated below in (6). Here, the order is 1-3-2, which used to be
ungrammatical both in Dutch and in Frisian.

(6) De plysjeman fertelt dat de fandaal syn mes
Thepoliceman says that the vandal his knife
[hat: ynleverjes moattez].
has turnin  must
2311 wxOOPEI OEOwUEaAaUwWUT EVwUT 1 wYEOEE
O0bPil 6~

Subtle influence in the domain of morphology can for example be found on
plural - and linking suffixes. In Dutch, these are homophonous and
homographic, as can be seen in 7): they are both written as -en and both
pronounced as [ ]. In Frisian, there is a difference between these suffixes:
while the plural suffix involves a pro nounced [n], the linking suffix does not ;
this difference is also reflected in the orthography (see 8)).

(7 twee boeken boekenkast Dutch
two books bookSUFFcloset
2PEOOOEEUI »

(8) twa boeken boekekast Frisian
two books bookSUFFcloset
2PEOOOEEUI »

Hanssen et al. (2015) showed that some speakers tend to treat the suffixes as
homophonous in Frisian, too, under the influence of Dutch : they pronounce
the plural as [ ], without and [n] , too.
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In short, there is much contact between Dutch and Frisian, which results in
some (subtle) contactinduced changes. In the next chapters of this
dissertation, | will discuss three other cases of Frisian language change under
influence of Dutch. The remainder of this chapter focuses on language contact
and change from a more general point of view. It is important to keep in mind
that for Dutch and Frisian, there is not only very intensive contact, but there
are also a lot of similarities between the languages to begin with.

2.2 Language contact

2.2.1Borrowing, imposition and change

Language contact occurs when two or more languages or varieties are used
in the same environment. As languages are not living entities, it is, of course,
the speakers rather than the languages itsel who are in contact. Speakers of
different languages can come in contact with each other. In order to
understand each other, at least one of them needs toget familiar with the
OUT 1 Uz UwGaylelgdtniadt then occurs when one speaker speaks two
or more languages or varieties. The languages are in contact in the mind of
the speaker (Grosjean 1982) There are different ideas on how this would
actually work; does the speaker have control over two different grammars
which sometimes overlap? Or does the speaker have one grammar with
multiple options an d select the appropriate one per context? In any case, there
is interaction between the grammars of the languages.

In these multilingual contexts, features of one language are often
transferred to another. The most common process is the borrowing of words
from one language into another. English, for example, has many French
loanwords in its vocabulary, such as restaurant balletand croissant However,
if there is a long and stable situation of contact between two languages,
phonological and syntactic features might also be borrowed (Thomason 2001).

It is important to clarify the notions of borrowing and transfer at this point.

I OUUOPDPOT wi EUWUUE EDUDOOE GpdratiarEdf foréignET | B OI
features into a groupz WEUDYI w OEOT UET T wEawUxI EOI UU
(Thomason & Kaufman 1988: 37). This means that L2 material is brought into
an L1 at the level of the community . Transfer, or imposition (van Coetsem
2000) on the other hand, is viewed from the opposite direction: the
incorporation of L1 features into an L2 (Hickey 2012:1819), at the level of the
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individual . However, different definitions of borrowing and transfer have
been used in the literature. It is also not always clear which language should
be viewed as L1 and which as L2; some speakers acquired two language at
the same time, or are more proficient in a language which is not their first
learned language. In this dissertation, | focus both on speakers for whom
Frisian is a first language and speakers for whom it is a second language, so |
do not focus on a particular direction of change . Contact-induced changes in
Frisian could be caused by transfer of second language speakers from their L1
(Dutch) into their L2 ( Frisian), but it can also be native speakers of Frisian who
borrow L2 (Dutch) features into their first language. Another reason to avoid
the confusing terms borrowing and transfer/imposition is that it is not always
the case thatlinguistic material is directly taken over from one language into
the other. In fact, | will argue in this chapter that syntactic change is far more
subtle: it is a change in the setting of parameters in the functional lexicon,
which can be triggered by contact. Therefore, when | speak about change
under the influence of language contact, | will use the neutral wording

2.2.2 Where do we find change?

One important question in language contact and change research is where we
find change. It does not seem to be he case that anything goes: there are parts
of language in which we find a lot of change (e.g. the lexicon) and parts which
seem more stable (e.g. word order phenomena)(Thomason 2001) But why is
this the case, and what are exactly the areas where we findmore change?

The big, if not the biggest, factors which influence contact-induced change
are social factors (Thomason 2001). Whether a language changes or not
depends to a great extent on its speakers and their attitudes. However, that
does not mean tha language internal factors do not play a role as well. This
dissertation is focused on language internal factors. However, it is important
to note that | do not want to claim that social factors do not influence language
change.

Turning to linguistic factors, it has been shown that the type of linguistic
item is relevant for determining whether change occurs easily. Thomason &
Kaufman (1988) developed a borrowing scale, which shows what kind of
items change more easily and more oten:
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(9) Borrowing scale Thomason & Kaufman (1988): both in terms of
quantity and time

Casual contact Category 1: Content words

Category 2: Function words, minor phonological
features, lexical semantic features

Category 3: Adpositions, derivational suffixes,
phonemes

Category 4: Word order, distinctive features in

v phonology, inflectional morphology
Intense contact Category 5:  Significant typological disruption, phonetic

changes

Scales such as this one are based on large data collections and give an
overview of tendencies. However, they do not explain why the scale is as
such, and how the changes work exactly. Moreover, the phenomena which
are mentioned in the scale arequite general. The three case studies presented
in this dissertation would probably fall in category four, as they are morpho -
syntactical. We know that the language contact between Dutch and Frisian is
quite intense, especially in the last century. This scale would not inform us
any further than showing that, given t his intense contact between Dutch and
Frisian, these cases are indeed expected to show some changd@herefore, one
aim of this dissertation is to make more precise what aspects d language are
likely to change based on linguistic factors.

Besides a borrowing scale, there have beenother attempts to identify
aspects of language which are likely to change. Onecommon processwhich
occurs in many cases of language change is gramaticalization.
Grammaticalization is the change of a lexical item into a functional one. It is a
process which is extremely common in languages. For example, in many
languages, the lexical verbhavehas grammaticalized into a past tense marker,
and verbs like want have become future markers. In Chapter 5 of this
dissertation, we will see an example in Frisian: the verb geangp? 1 02> AwpbT DE]
used to be a motion verb only, can now also be used as a verb which indicates
future. Heine & Kuteva (2003) showed that grammaticalization and contact -
induced change often go hand in hand; i.e., contact can facilitate a
grammaticalization process which was already likely to happen. However,
grammaticalization is a description of a process, not an explanation. Even
though we know it is a common process, it is not entirely clear why it happens
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so often. In this dissertation, | will discuss why such a change would be more
likely than another, as one of the goals of this dissertation is to make more
precise how syntactic change works and how the way in which changes occur
is restricted by the language structure.
To sum up this section, previous work on what kind of (syntactic) change
we find more often is not informative enough. We need to zoom into the
change in detail and find ouO wi OPwUT PUwPUwUIT xUT Ul OUI Ewb
In the next section, | will present my view on how syntactic change works.

2.3 Syntactic change

A way to understand language change is by means of the traditional
distinction between E -language and I-language (Chomsky 1986a) I-language
(internal language) is the linguistic knowledge that a speaker of a language
has in his mind, whereas E-language (external language), is the language that
PUw?2000wUT T UTl >»wbDOwl0iT T whPOUOEOWEW W UwOoIl
community. E -language is sometimes viewed as the product of I-language;
OTT wOPOT UPUUDPEWOOOPOI ET 1 wbdhauspédksz Foru OB OE L
language change, this is an essential point: change indlanguage will become
visible in E-language.
It is generally assumed by generativists that language change occurs in the
process of language acquisition. According to some linguists, language
I-language is formed by combining th e principles of UG with language
specific information based on cues in the Primary Linguistic Data : the input
that a child receives. If a child analyzes the input as being part of grammar X,
PT DPET whUWEDBI I T Ul O0wi UOOwWT PU wxEIVE BDWIUE aul BIE
U1 1 w E I-lan@uBEge Wsudifferent from the previous generation. As Yang
(2000) presents it: if the Elanguage of a parent is ambiguous with regards to
some construction (i.e. more than one grammar could be underlying this
output), a child mi ght opt for a grammar different from the one of his parents.
At this point, the change is happening, but is not visible yet. However, if this
new |-language leads the child to produce output that is different from their
x E Ul OGlanguage Sthe result of the change is visible.
Although in the scenario above a change has happened, we usually only
speak of language change if many people express this new Elanguage, not if
it happens only in one individual speaker. Often when people speak about
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language change this is actually what they mean: the spread of a change
through a community. Language change thus happens at two levels: on the
individual, | -language level (which is not directly visible) and on the
communal, E-language level. According to Gerritsen & Stein (1992), language
change actually consists of three steps. First, something in the input needs to
change, such as the frequency of a particular construction, or contact with
another language, which leads speakers to reanalyze this input. Second,
reanala UPUWOEEUUUWEOE wOIl E E U wlabgudseu EHirdstBd 1 wb O w
change could spread through the speech community. Whether this happens
is, according to Gerritsen & Stein (1992) determined by social factors more
than by linguistic factors.

How then does this spread of the change in Elanguage occur? Most
generativists would probably assume that this is composed of | -language
changes for each individual speaker, which all lead to the same grammar.
Matthews (2002) discusses this point and wonders whether it would be
x OUUDPEOIT wi OUwUx1 EOT UUwU O wo-Grhyuard, ditstill? wE wE C
pick it up in their language use. A positive answer to this question might lead
one to ask why we need two levels of analyzing language change in the first
place. On the other hand, assuming that a change might be picked up in E
language without speakers actually changing their | -language, would explain
intra -speaker variation and change in competent adult speakers of a language
(which is difficult to expla in if one assumes that all changes happen in
language acquisition). As we know that prescriptivism and conventions may
EQUOwWDHOI OUI OET wUxT EOI UUZwOEOT UET T wxUOBEUI
far-fetched. However, this does not contradict the claim that change happens
in I-language. There are also ways toexplain intra-speaker variation on the
basis of Flanguagesonly. One isto assume that Flanguages are not solid: over
OT 1 wEOUUUI ushdll ehéndds zad siitbiappénGmother possbility is
that a speaker can have multiple parameter settings, or multiple grammars,
as suggested by Roeper (1999)Roeper (1999) claims thatspeakers can have
multiple, conflicting mini -grammars, of which the use deperds on the
context. For example, speakers of English would have a verb second
parameter setting in their grammars for quotation contexts, while in regular
contexts, they do not allow for verb second. These possibilities ceexist.
Similarly, optionality coul d be characterizedby multiple grammars. Speakers
who show intra -speaker variation in a situation where we find language
change, could therefore also have multiple grammars.
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Padovan and colleagues (2016), among others, show that grammatical
borrowing is often not the borrowing of a full construction, but rather the
borrowing of linguistic features , which would mean that new constructions
EEOOOUWET w?xDPEOI E w U xanguane) msOMathbws E2002w U U T w
suggested, but that he change has to be on the dvel of I-language. For
example, the Cimbrian complementizer keused to have [+indicative] features,
but under Iltalian influence by che the Italian counterpart of this
complementizer, it picked up a [+subjunctive] feature and can now be used
with subjunct ive embedded clauses. Since abstract features are not
identifiable at the level of E -language, this means that change has to happen
on the level of I-language. Therefore, | assume that syntactic change happens
at the level of I-language, mostly, but not necessarily, during language
acquisition.

Now that we have established what it is that could be described as syntactic
change, the next step is to look at what could trigger such a process. As
suggested above, a reanalysis might be triggered by ambiguous input: input
with more than one possible underlying grammar. An example of this are the
English modals which used to be expressed in V, but later moved to T
(Lightfoot 2006). If there are no intervening words between T and V, it is
impossible to infer whether a verb is in T or in V in English. At this point,
language learners might assume that the modal is in T, even though in their
parentsz |-language, it is actually in V. The fact that the child assumes the
modal verb to be in T only becomes clear when the child starts to produce a
sentence that does contain intervening material between T and V, with the
modal occurring before this material. There is one problem with this analysis.
If the input was always ambiguous, why did the change not happen earlier,
in a previous generation? Duguine & Irurtzun (2014) acknowledge this
problem and state that although ambiguous input can be a prerequisite for a
change, it is definitely not enough to trigger it. Instead, they propose that
language change is the consequence of a combination of three factors:
ambiguous input, language contact and universal processes (such as a
tendency for grammaticalization).

The next question is then how language contact can trigger change. It is
often assumed that in contact situations, imperfect learning by adult L2 -
learners plays a big role (Thomason2001). The change would be in principle
similar to the process described above, but it is the adult L2 learner who mixes
the input with their knowledge of their L1. However, transfer can also occur
in the language acquisition process of bilingual children. In fact, Aboh (2015)
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suggests that bilingual language acquisition is actually not different from
monolingual language acquisition. In both cases, it is simply a recombination
of features that were found in the input. According to E OT featire
recombination model of language acquisition, speakers acquire lexical and
grammatical items which involve certain feature combinations. Each item has
phonological, semantic and syntactic features, as shown in(10).

(20) (Taken from Aboh 20168)

Lexical/grammatical item

Lexical/grammatical item

Phonology Morphosyntax Semantics
Rules underlying Rules underlying Rules underlying
pronunciation distributive interpretation
properties in clauses

These features will determine the behavior of a lexical item and are
(unconsciously) taken from the input. However, as each language learner
receives a lot of different input from different sources, especially in a
multilingual environment, their selection of features from the input might be
slightly different than the feature combination that other speakers of the same
language have in their |-language. For example, a language learner might
select, for a particular lexical item, a semantic feature from input variety X,
while t aking a syntactic feature from input variety Y. This will then lead to an
output which is a bit different from the other speakers in the population. If
multiple speakers make this recombination of features, this new output
spreads among the population and it can be observed as a change in E
language. However, for the acquirer, it was only one moment of feature
selection from the input.

One example of feature recombination would be the verb njan? 1 EU2? Awb O w
creole language Saramaccan. Two languages witha great influence on this
creole are English and the African language Gungbe. The verb njan takes
features from both: it follows the syntax of the English verb eat it is optionally
transitive , as shown in (11) (Aboh 2009332):
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(11) a. Ai mi njan (kaa)
yes 1SG eat already
281 Uw(zYl wi EOI OWEOUI EEad-»
b. Ai mi  njan soni
yes 1SG eat something
281 Uw(zYl wi EVI OQwuooi Ul Ol

Ou
~

The syntax of the corresponding verb Ku in Gungbe is different, as it is
obligatory transitive (Aboh 2009:329)

(12) a. Kofi '@ nu
Kofi eat thing
Kofi EUIT 8 2
b. *Kofi "@ o
Kofi eat

However, the Samaraccarverb njan sharesa semanticproperty with Gungbe,
in which the verb is not used in a literal sense, asin {36 w' 1 Ul OQw?1 EUDOT w
PUwUUI Ewi T UUEUDY | QAbena@mb:8D OT w? Ux1 OEDOIT »

(13) a. njan moni Saramaccan
b. @ &aO0OPK Gungbe
eat money
?to spend?

Aboh (2009) concludes that the verb njan combines English syntax with
Gungbe semantics.

61 POl w( whPOOWOOUWI 6OOO0OPWUT 1T wUx1 EPI PEUwWC
shows how language contact (in the sense of a bilingual mind) can lead to
language change One might argue that bilingual children generally do not
mix up input; from an early stage, they know how to separate multiple
languages. However, even if they know how to tell multiple languages apart,
this does not mean that they cannot recycle features from one language into
the other. Especially when certain data in language X is ambiguous and
allows for more than one hypothesis, the child can postulate the presence of
a feature she found in language Y. Recall the example discussed above about
the verb eat Suppose a child would be acquiring Gungbe and English. In
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Gungbe, the verb Ku is obligatorily transitive. This means that the child only
receives input with transitive contexts. However, in principle, this input could
be considered as ambiguous: many verbs which sometimes have an object do
not obligatorily have this, so one could hypothesize that Ku takes an optional
direct object. Following the subset principléBerwick 1985), this is not what
would happen: the child would assume the minimal grammar on the basis of
positive evidence, so she would expect the verb to always be transitive. As a
monolingual speaker, the child would therefore probably not innovate
anything here. However, if the child also speaks English and knows that in
English the verb eatis in fact optionally transitive, she could take this feature
from English and attach it to Ko. If this feature was not present for other
speakers of the language, thiscould result in language change (Aboh 2009,
see alsoDuguine & Irurtzun (20149 for a case on Basque under the influence
on French).

| expect language change in general to be even edser for languages which
resemble each other, such as Frisian and Dutch.Following Wolf (1996), |
assumethat Dutch and Frisian show a lot of structural neutrality (i.e. context
in which the structure of the two languages is, at least superficially, similar ).
As this makes code-switching easy (Wolf 1996), it is for a child not always
clear whether she is getting Dutch or Frisian input from her environment.
Admittedly , this is a bit speculative. The key point here is that I, following
work by Aboh (2009, 2015), assume that bilingualism can lead to language
change by positing features from one language onto the grammar of another.
It is important to remember that this is (often) not done consciously, and that
what linguists view as a change is often not a change for the speaker in which
the change occurs As the language learner does notknow what the grammar
used to look like before he learned it, the innovated grammar that the linguist
OEUI UYI UwPbUwUDPOxOawUi T woOl EUOI UzZUWEE@UDUI

In the next section | will discuss what changes in grammar look like
concretely. | will propose that grammar consist of parameters which can
change, and that these parameters are quite restricted in their format.

2.4 Parameters

2.4.1 Types of parameters

The traditional (Chomskyan) view on | -language is that it emerges from a
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richly specified Universal Grammar (UG) and the Primary Linguistic Data

(PLD) that a child is exposed to. In the principles & parameters framework

(see Chomsky 198%, Chomsky & Lasnik 1993 among others) UG was viewed

as richly specified. It consisted of many parameters, which had to be set on

the basis of limited evidence from the PLD. A well -known example is the
?2-UOOWUUEN]I EOwxEUEOI Ul U28w( OwUOOhceu OEOT U
languages, pronominal subjects can be dropped (see (4) for an Italian

example). In other languages, such as Dutch, this is ungrammatical (see {5)).

(14) (Voi) state leggendo un libro. Italian
You are reading a book
28 0UWEUI wUl EEDPOT WEWEOOOS»

(15) *(Jij) leest eenboek. Dutch
You read a book
(601 OETl Eow?8 00wVl EEWEWEOOOS »

Within the minimalist framework, and especially since Chomsky (2005) , the
view on UG has massively changed; it is now assumed to contain very little.
In the most radical case,UG is said to consist of only the operation Merge, but
it might also include the operation Agree and a formal feature inventory. With
such an underspecified UG, I-language is no longer assumed to emerge from
UG and PLD only, since this would n ot provide the language acquirer with
enough information : there would not be any parameters which can guide the
child in language learning. Therefore, third factor principles come into play
as well in guiding the acquirer towards a grammar. Chomsky views t he third
factor as general cognitive principles and learning biases, such as economy.
When hypothesizing the grammar of a language, a language learner should
always make economical choices. However, there is no common definition of
what exactly it means to be economical, although several researchers have
made their own proposals (see e.g. Biberauer 2017 on her principle of
Maximise Minimal Meanswhich states that the learner should make maximum
use of the means he has already available)

The big question in this new model is: do we still have parameters? If not,
what would be the alternative? If they still exist, then where are they? They
cannot be in UG if UG only consists of Merge, Agree and a formal feature
inventory.

Nowadays, variati on is often viewed as variation in the formal features of
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functional heads in the lexicon. This idea is commonly referred to as the
21 00NN WOUOaw" OONI EUUUI 2 wbdsdd onBorerp984 and E O UL
Chomsky 1995). These formal features are for exanple Case features or Phi
features. The null subject parameter mentioned above, for example, would in
this framework be explained by variation in the formal features of T
(Biberauer & Roberts 2017) whether a T-head requires an overt item in its
specifier. Gianollo, Guardiano & Longobardi (2008) and Rizzi (2017) have
made (similar) concrete proposals on the format of a parameter. Following
Rizzi (2017)1 assume that parameters are expressed as a feature on functional
T TEEUwm? 7 wi EUw%? A wpbsSibletyipés of parsmetéraudety® a w0 i U
parameters, Move parameters and Spell-out parameters. In this dissertation,
| will discuss three case studies, one for each type of parameter.| will now
discuss what these parameters looklike.
First, there are Merge parameters, which correspond roughly to what used
to be called cselection: it specifies the (syntactic) type of object an item can
Ol UT 1T whpDUT wepl 6T 6w?, I UT T wb p2oiowmiedonthatA 6 w E1
there is a widespread view nowadays that there is little or no c-selection, and
that complementation is determined by non -syntatic factors (see for example
Borer (2005)). In this thesis, | follow the idea of Borer and many others that
lexical items do not come with a label and can in principle be inserted in any
kind of syntactic category. However , that does not have to mean that there is
no categorical selection,and this categorical selection can be implemented by
means of features.Following Rizzi (2017) | therefore propose that a head (X)
can have sdectional features. | propose that this can be visualized as in (16),
where X is a functional head and Y(P) is a syntactic objectwhose category is
to be determined:

(16) Merge parameter
X: Fverge: Y(P)

Second, there are parameters of the type Move.These, according to Rizzi
(2017) consist of two subparameters. The first subparameter specifies the type
of goal that the element can connect with. For example, an interrogative C
would have a Move feature which makes it look for a connection with an wh -
element. The second subparameter specifies whether there is internal merge
(movement) from the goal, or only covert movement. The feature specifies
whether this functional head attracts its goal. For example, whether the wh -
element would move to spec,CP or stay in its place, if we are dealing with a
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wh-in-situ language. Move parameters also specify whether the probe/goal
relation is a relation with a head or with a phrase (and, subsequently, whether
there is movement to a head (head movement), or movement towards its
projection (i.e., movement to a spec, phrasal movement). According to Rizzi
(2017) a Move parameter would look approximately like in ( 17).

a7) Move parameter
X: SFKiex: Y
(IMF gex: Y)

In this representation, functional head X is endowed with a search feature (SF)
to search for a goal(which is either a lexical head (lex) or a phrase) a syntactic
object of type Y. Optionally, there is an Internal Merge feature (IMF) which
attracts this goal to move. In (minimalist) terms of featur es, the search feature
would be an uninterpretable feature, in need of checking. The internal merge
feature would be similar to an EPP feature. For ease of representation, | will
present Move parameters as in (L8), in which the (P) shows the distinction
between heads or phrases:

(18) Move parameter:
X: Fsearch Y(P)
(Fm Y(P))

The third type of parameter Rizzi distinguishes in the functional lexicon are
Spell-out parameters. These specify whether a head is null or needs to be
phonologically realize d, and whether a head can license a null specifier.|l take
this a bit broader, and say that it can also contain a specific way to spellout
an item, as in (19):

(29) Spell-out parameter:
X: Hwy wo
Spec,X can/cannot be g

For example, for English, if X in this example referred to the syntactic item
declarative complementizéhen its values would be g or that. An interrogative
complementizer, however, would be specified as not being able to be empty;
it has to be spelled out aswhether/if

| have now discussed the three types of parameters that areproposed by



Language contact and change from a syntactic persgective 27

Rizzi (2017) the approach that | follow 6 w wWEDT WEEYEOUET I wOl w1
to parameters is that, even thoughthere may be a large number of parameters,
as the functional lexicon can be huge, the limited set of typesof parameters
makes them learnable for a child.
Rizzi does not go into detail about the status of these parameters, whether
some of them are easier to acquire than others, for example, or whether some
are more prone to change. | will propose that being prone to change does in
fact partly depend on the type of parameter. | will discuss this in section 2.5.

2.42 Parameter sizes

Parameters do not only come in different types, according to Biberauer &
Roberts (2017) they also come in different sizes. What this means is that one
parameter can either apply to one specific item, or to more. For example,
imagine aMl UT T wxEUEOI Ul Uwbil PET wUEaUw?, I
which the child discovers to be relevant for the determiner the The question
is whether this is relevant only for the or for a subclass of heads similar tothe
such as all definite determiners. Or perhaps it is relevant to all determiners
(i.e. also for indefinite determiner a, demonstratives (e.g thos¢ and possesives
(e.g.my)). The different parameter sizes which Biberauer & Roberts propose
are illustrated below in ( 20).6

c
—_
e

6 On the next page, these categories will be further illustrated by an example from language
acquisition.
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(20) For a given value vi of a parametrically variant feature F:

a. Macroparameters: all functional heads of the relevant type
share vi

b. Mesoparameters: all functional heads of a given naturally
definable class (e.g. [+V]) sharevi

c. Microparameters: a small subclass of functional heads (e.g.
modal auxiliaries) shows vi

d. Nanoparameters: one or more individual lexical items is/are
specified for vi

This approach creates a bridge between two somewhat opposing views. On
the one hand, there is the idea, following the Borer-Chomsky conjecture
(Baker 2008) that all variation is located in the lexicon, on functional heads.
This idea has inspired the microvariation approach to language which has
been very popular in the last few decades (seefor example Barbiers 2013 and
van Craenenbroeck & van Koppen 2017 for a discussion of this). Micro-
varationists have been comparing very closely related languages, or multiple
varieties of the same language, finding very subtle differences between these
languages. For example, for Dutch, it was found that all dialects have verb
clusters, but there is a lot of variation between the word orders of these
dialects (van Craenenbroeck & van Koppen 2017, Dros-Hendriks 2018).
Another example would be that while Standard Dutch is not a pro-drop
language, some Dutch dialects allow pro-drop for the second person singular.
No dialect is a true pro-drop language like Italian, though, showing that the
variation with Standard Dutch is on a lower level. This is exactly what the
Borer-Chomsky conjecture would predict for such closely related languages:
as these languages show much overlap in the lexicon, and the lexicon is the
locus of variation, variation between these varietiesshould be limited (van
Craenenbroeck & van Koppen 2017). Many linguists believe th at
macroparameters exist, too(see for example Baker 2008). Indeed, if there was
only micro-variation, we would expect the parameter values to be completely
random, but in fact we often see clustering properties (Baker 2008) Biberauer
6 w 1 OE |(201Txtheary can explain how both these views are right:
parameters come in different sizes.

How does this work more concretely? Biberauer & Roberts (2017) propose
that when children learn a language, the learning path works in a top -down
fashion: their first h ypothesis is that when they discover a feature, it will apply
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to all functional heads. For example, if they discover that a language is head-
final for verbs, they will assume that it is head-final in all respects, until they
are confronted with evidence for the contrary. The learning path would

proceed as in 1) (taken from Biberauer & Roberts 2017):

(21)
Does P(roperty) characterise L(anguage)?
NO: macroparameter YES: All relevant heads?
YES: macroparameter __ NO: A natural-class subset of heads?
YES: mesoparameter NO: A further restricted natural-class subset of
heads?
YES: microparameter NO: Only lexically

specified items?
nanoparameter

Language acquisition proceeds in a top-down fashion, but if we look at
language change, it actually works bottom -up. That is, nano-parameters are
often the first to change, and only after multiple nano -parameters change, this
might lead to changes in higher-level parameters. The reason for this is that
for a macro parameter to change (e.g. for an entire language to become head
final), a lot of ambiguous inp ut is needed. It would be much easier for a small
parameter, which is relevant to only one or a small class of lexical heads, to
change. Consider headfinality again: it would be much more likely for a child
to switch the order of two specific items, orfoU wl BREOx Ol wOi w#z UWwEO
than switching the order of all items (as compared to the previous generation).
This classification of parameters is therefore not only useful descriptively, but
it can also give us insight in the stability of languages. It might even help to
predict which things might change in a language and which changes will not,
as will become clear in section 2.5

The theory of Biberauer & Roberts (2017)can easily be integrated with the
three types of parameters (following Rizzi 2017) | discussal earlier in this
chapter, repeated here in (22}(24).

(22) Merge parameter
X: FMerge: Y(P)
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(23) Move parameter
X:  Fsearch Y(P)
(Fm Y(P))

(24) Spell-out parameter
X: Hwy wo
Spec,X: can/cannot be g

The different sizes of parameters which Biberauer & Roberts (2017) discuss
are representd by the nature of X: whether X applies to one specific lexical
item (of which we will see an example in Chapter 5), or to a class of items
(which is the case in Chapter 3 and 4).

In this section | have discussed my view on language variation and | have
shown that parameters can vary in two ways: their type and their size. In the
next section, | will discuss what type of predictions we can make about the
ways languages change.

2.5  Toward s a hypothesis

In this chapter, | have sketched a brief overview of the aspects of language
contact and change which are relevant to this dissertation. | have discussed
how the Dutch -Frisian language situation involves a lot of language contact,
with some contact-induced changes as a result. | showed that traditional
inventories of which linguistic items are prone to change are not detailed
enough when studying syntactic change. | discussed that syntactic change
happens in I-language, when acquiring the par ametric settings of a particular
language. Finally, | proposed (following Rizzi 2017) that parameters are
limited to three types: Merge, Move and Spellout and (following Biberauer &
Roberts 2017) that they can differ in size (i.e. whether they are highlevel,
applying to all functional items, or low -level, applying to a small class of items
or even one particular item).

One aim of this dissertation is to answer the question of why some aspects
of syntax change more easily than others. As syntactic change onsists of
parametric changes, as argued above, we need to find out what kind of
parameters underlie the changes we find, and whether some are more likely
to change thanothers.InUT T wx EUUOQw, OYIl wi EVWEIT 1 OQwEUT Ul
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than Merge (Roberts & Roussou 2003) Roberts and Roussou(2003)argued
that in the absence of evidence for Move (in the terms of this dissertation:
when the input is ambiguous with respect to Merge or Move), the learner is
conservative and would always opt for the unmarked option : Merge.
According to Roberts & Roussou (2003) this is what leads to
grammaticalization . For example, rather than assuming that a lexical verb
moves to T, a learner could hypothesize that it is directly merged in T (and
has become a functional item). At some point, Chomsky also argued that
Merge is a simpler operation than Move, because Merge is a subpart of Move
(see for example Chomsky 2000). As language is supposed to be as economical
as possible, Merge is to be preferred over Move.

What would t his mean in terms of the types of parameters that have been
defined here? From an I-language perspective, we would expect Move
strategies then to be more vulnerable (and therefore more prone to change)
than Merge strategies.” This leads me to propose thefollowing hypothesis:

(25) 2., OYIl wEI i ObypaihesisUT 1T 2
Move parameters are more prone to change than Merge
parameters.

(OwUT PUwWT axOU0T 1 UPUW?200UI wxUOOl wOOwWET EOT
these parameters are more likely to change than others While this is what we
expect from an I-language perspective, this is not an experimental hypothesis
we can easily test, as thee are too many complicating factors: the format of | -
language is by far not the only factor influencing language change. However,
in Chapter 3 and 4, which concern case studies involving Move and Merge
parameters, | will discuss whether the results of the data collection were
expected, according to this hypothesis.

The third type of parameter | distinguished in this chapter are Spell-out
parameters. | expect themto be more prone to change than Merge and Move
parameters. The reasoning behind this is the following. For a parameter to
change (i.e., a speaker to have a different parameter setting than speakers of
the previous generation), the input needs to be ambiguous. | would like to

7 Note that when | speak of parametric changes, | am speaking about changes over

generations. For a single speaker, thdJ 1 wD U wOOwW?ET EOT 1 » OwNUUOwOOI wx E
learning the language, and this parameter setting might be different than the one from other

speakers in the community (following Aboh 2009, 2015, 2016 and others).
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argue that for Spell-out parameters, the input is ambiguous most often.
Sounds may not always be easily identifiable, as they might be dropped for
phonological or discourse reasons. In Chapter 3, we will see an example of a
very minimal, not always easily hearable phonological difference
representing a syntactic difference. Moreover, one sound can represent more
than one syntactic position. In short, | would like to propose that Spell-out
parameters might not always be very easy to induce from the input, because
this input can be unclear or ambiguous. For Move and Merge parameters, this
is a little different. Recall that Merge parameters are similar to the traditional
281 0l EUDOO? Owi OUwWI REOXxO1 owbU1 Qw7 wUi1 01 ECL
setting, a learner should receive input which suggests that item X selects for
something different than an N. This could happen if the speaker providing
the input start sto use items in this context which have an ambiguous syntactic
status: they might be an N, but they might also be a V (for example infinitival
verbs which are used in a nominal position). One can imagine that this kind
of ambiguous input is definitely present, but not as common as ambiguous
input on the level of Spell-out. For Move parameters, | would also like to
argue that ambiguous input is not as common as forSpell-out parameters. For
a learner to detect whether a certain linguistic item has moved, it has to be at
a different position in the sentence than its base position. In a linear string of
speech, this is only detectable if there are items interfering between these two
positions. So if there are no intervening items, it is unclear whether an item
has moved or not. One can imagine that this scenario happens on a regular
basis, but not as often as ambiguous input related to Spell-out parameters.
The reasoning in this paragraph leads to the hypothesis presented in (26):

(26) ?Spell-out before Move and Merge?-hypothesis:
Spell-out parameters are more prone to change than Move
parameters and Merge parameters.

Again, this hypothesis is formulated from an | -language perspedive. Whether
this hypothesis is true is hard to test as there are many other factors which
influence language change. However, in Chapter 3, where | discuss a case
study involving a Spell -Out parameter, | will discuss whether the results from
the data collection were expected, based on this hypothesis.

| have now formulated two hypotheses based on the format of the
parameters. Biberauer & Roberts (2017) already proposed that looking at the
size of a parameter can also help to understand language change:a
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nanoparameter is easier to change than a macroparameter, because it involves
only one or a few specific lexical items. We saw earlier that ambiguity of the
input is a necessary condition for language change. It is, of course, a lot more
complicated to have ambiguous input on a macroscale than on the level of
one item. Based on this, | formulate the following hypothesis:

(27) 22 OE OO wWE khijpbthebisuE BT 2
Smaller parameters are more prone to change than bigger ones

Again, it is important to realize that while this may be a theoretical
expectation, | do not necessarily believe that small parameters are always
changing more easily; there are too many other factors involved in language
contact. However, | will compare the sizes of the parameters | discuss in each
chapter and reflect further on this in Chapter 6.






Infinitival suffixes

3.0 Introduction

This chapter provides a case study on variation and change in Spellout
parameters. The case concernghe variation we find in infinitival suffixes in
Dutch and Frisian. Origin ally, in Frisian, there was an audible alternation
between [, ] (written as -€) and [ n] (written as -en), as illustrated in (1):8

Q) Ik sil moarn nei skoalle rinne.
I will tomorrow to school walkINF-
? ( whp b OO wb ELOAWDOUWAEF 2000w

(2) It iten fan appels is sdn.
TheeatINF-.n of apples is healthy
237 1T wl EUDOT wOIl mExx Ol UwbUwi 1 EOUT a

The distribution of these suffixes is determined by the syntactic context they
occur in, as presented in Tables 1 and 2 (for examples, see section 3.1.2 and
3.2.2).

8 See footnote 3 in Chapter 1 forE Owi R x OEOEUDOOwWwOOwPT E0w( WwEOOUDPET U
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Chapter 3

L1(e)

Infinitive is complement of modal verb

Infin itive is complement of litte (p? O1 U2 A w

Infinitive is bare in an argument position (used as a subject
or object)

Infinitive is topicalized

Infinitive is a purposive adjunct

Table 1:The syntactic contexts for the [ ]-suffix

L.n] (en)

Infinitive is preceded by determiner

Infinitive is bare in an argument position (used as a subject
or object)

Infinitive is preceded by tep? U O > Aepdsitiom E wx U

Infin itive is complement of some specific verbs

Table 2: The syntactic contexts for the [, n]-suffix

Nowadays, many speakers of Frisian do not make a distinction between these
suffixes anymore. This might be influenced by language contact with Dutch,
as in Dutch, there is only one infinitival suffix: [ ] (written as -en).

In this chapter | will propose that both Dutch and Frisian have two types of
infinitives: a verbal infinitive and a nominal infinitive. In Frisian, this
difference is phonologically marked.

In section 3.1, | will show that the [ n] (-en) suffix is found on nominal
infinitives. Therefore, | will analyze it as a spell -out of the categorial head no,
as in (3)° Here, the infinitive starts out as a root, but after it has been
categorized as a verb, with optional functional projections, it is nominalized

9 Following Alexiadou (2013:134) | assume that the DP has a richer functional structure
including ClassP and NumP, as in (l):

0]

"OP1 YT UOwi OUwWUT EET Uz UwWEOOY 1 OmlbvénE projeationaudd Gis OUET E w ¢

point.

or

T

NumI”

T

Num ClassP

T

Class nP

n P
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by n°,and the [ n]-suffix attaches by means of a lowering process (see section
3.1.4) The structure would then maximally be as in ( 3) (but can be smaller as
well, as nominalization can occur at different heights (see section 3.1)).

3) DP
T
D nl
it T~
n? AspP
[en] T~
Asp VoiceP
T
Voice vP
A _
e ~P

In section 3.2, Iwill show that we find the [ ] (-€) suffix on verbal infinitives,
and that this suffix can be analyzed as a verbal element ¢, as in @). Here, the
infinitival verb starts out as a root and becomes verbal by moving into v ©,

where the [ ] suffix is attached to it.
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(4) .
T
T ModalP
m
Modal AspP
T
Asp VoiceP
T
Voice vP
,f"/\"“'--. .
W RS

I will propose that Dutch has the same structural difference between a
nominal and verbal infinitive (see a.o. Broekhuis & Keizer 2015), even though
it is not marked phonologically . | will argue that the variation between Dutch

and Frisian is therefore not structural, and that it can be captured in terms of
a Spell-out parameter. While the parameter settings for the verbal infinitive

are the same (see (5), there is only a difference in oftography), the parameter
setting for the nominal infinitive is differ ent, as illustrated in (6):

(5) Verbal infinitive

Viinfl; L1 (e Frisian

Viinfl; L1 (-en) Dutch
(6) Nominal infinitive

Ninominalizingl : [, N] (-en) Frisian

Ninominalizing] : L ] (—en) Dutch

In the final part of the chapter, | will discuss questionnaire data which show
that Frisian is in the process of losing the phonological distinction between
these different structures and that this means that both the parameters in (5)
and (6) have changed, even though (5) did not display variation with Dutch
in the first place. The changed parameters are row as in (7) and (8):
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(7 Verbal infinitive

Viinfl: LYLn (-el-en Innovated Frisian
(8) Nominal infinitive
Niominaiizing] © [ N)/[] (-en/-@ Innovated Frisian

In this innovated Frisian, both the verbal and nominal infinitive can have
either the [ ] or the [ n] suffix.

In the next sections, | will first discuss the nominal infinitive. After that, |
will discuss the verbal infinitive.

3.1 The nominal infinitive

3.1.0 Introduction

Although the Frisian language is (to my knowledge) the only Germanic

language with aphonolo gical distinction between two types of infinitives, 10it

is certainly not the only language in which infinitives show a mix of nominal

and verbal properties. Ol RPEEOUOQw ( OUECET POEPEwWO w2 ET
both in Germanic and Romance languages infin itive(-like) items can have

nominal behavior to different extents. For example in German, the infinitive
beobachteap? O E U | beh#ves a& ai verb in 9a), since it assigns accusative

case to the object,whereas it behaves as a noun in @b), as the olject is in

genitive case and the infinitive is modified by an attributive adjective.

(9) a. [Haufig die Sterne Beobachten] macht Spass
frequently the.ACC stars observe.INF makes fun
2%Ul gUI OU0awOEUI UYPOT wlUT T wUUEUUwWHU

10 The morphological distinction between two kinds of infinitives is found in all varieties of
Frisian (J. Hoekstra, 1997). In this thesis | only focus on WestFrisian, the variety spoken in
the Netherlands, but since the contextual distribution seems to be quite similar among the
varieties of Frisian, the analysis might be extended to these other varieties.
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b. [Das héaufige Beobachtender Sterne] macht Spass
the frequent observe.INFhe.GEN stars makes fun
237 1T wi Ul gU1 OUWOEUI UYDOT woOl wlT 1 wU

As already illustrated in (2), repeated here as (10), infinitives in Frisian can
also be used asnouns:

(20) It iten fan appels is san.
Theeat.INF-.n of apples is healthy
2371 wi EOUDOT wOi mExx Ol UwbUwli 1 EOUT a

Nominalized verbs have been a topic of much discussion in the linguistic
literature since Chomsky (1970), as they are hard to classify within traditional
categories such as V and N(see for example Abney 1987, Grimshaw 1990,
Emonds 2015).This hasled to the idea that such forms might involve mixed

structures: structures including both verbal and nominal projections , as in
(1Y).

(11) nP

The reasoning behind this is that the amount of verbal material underneath
the nominal part can explain the verbal characteristics that the nominalization
displays. For example, certain nominalizations might be modified by
adverbials. This is also possible in Frisian, as illustrated in (12):

(12) It almar iten fan appels is sdn.
The constantlyeatINF-_n of apples is healthy
?The constant eating of apples is healthy.?

Similarly, the amount of nominal structure can explain the nominal

characteristics that the nominalized verb displays. For example, certain
nominalizations might be preceded by a determiner (see (10)), which suggests
that their structure includes a DP. In this chapter, | will follow th e idea of a
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mixed structure for a nominalized infinitive . Based on Alexiadou et al. (2011)
and Alexiadou (2013), | propose the following structure for nominal
infinitives:

(13) DP
A
D nP
it Py
n? AspP
[en] A
Asp Voicel
T
Voice vl
P .
W hi5

Following Alexiadou et al. (2011) and others, | assume that this is themaximal
structure of a nominal infinitive: layers such as the DP and AspP are optional,
which will be illustrated in the next section. | propose that the common factor
in the structure of all nominalized verbs is the nP which is merged above a v,
nominalizing the verb.

I will argue that this analysis applies to Frisian infinitives with an [ n]
suffix, such as the one in (L0), as well as Dutch nominal infinitives. It has been
proposed before that [ ] (-e)is a verbal suffix, while [ n] (-en) is a nominal
suffix (cf. Visser 1989, JHoekstra 1997, De Haan 201D | propose that what
this means is that[ n] is an n° element.

In the next section, | will first provide evidence for the struc ture in (13). In
section 3.1.2, | will discuss the contexts in which [ n] occurs, and show that
these areindeed all nominal. In section 3.1.3, | will present independent
evidence for [ n] as rp. In section 3.1.4 | will explain how the [ n] suffix is
attached to the verb by aprocess of affix lowering. In 3.1.5, | will present some
alternative analyses. In section 3.1.6, | will show that in Dutch we also find a
nominal infinitive, with the same structure , but a different phonological
spellout ([, ]). Finally in 3.1.7 I will discuss the parametric difference between
Dutch and Frisian nominal infinitives.
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3.1.1 A mixed structure
In this section | will provide evidence for the structure in ( 13). | will use the
diagnostics provided by Alexiadou (2013), who worked out a detailed

syntactic structure for the English verbal and nominal gerund , as presented
in (14) and (15):

(14)  Verbal gerund: [DP [AspectP [VoiceP +wansiive [VP]]]]
(15) Nominal gerund: [DP [nP [VoiceP-uansiive [VP]]]]

The diagnostics she uses to determine which syntactic projections are part of
the gerund are presented in (16) (Alexiadou 2013:135)

(16) Possibility of Presence of
Determiner DP
Adjectival modification nP layer
Adver bial modification AspectP layer
Accusative object VoiceP layer [+ transitive]

| will now show that the Frisian nominal infinitive  always involves a verbal
part (vP) and a nominal part (nP). That is, there is always an n° element
(phonologically present as [ n]) which nominalizes the verb. | will also
illustrate that a VoiceP, AspectPand DP layer can be part of the structure, but
they do not have to be.
+1 UzUwi PUUUDWEOOUPET UwlT T wd dviibaliz€sded OE O w L
verb immediately above vP. In the sentence in (17), the infinitive is preceded
by a determiner, which signals the presence of a DP (see (16)). The infinitive
is also modified by the attributive adjective konstanteqp? EOOUUEOU~?» AQuw |
signals the presence of an nP. There is no adverbial modification, nor an
accusative object, so there is no reason to assume the presence of an AspectP
or VoiceP 11 The structure for roppen? EEOODOT 2 AwbD Ow phui Awb OL

(18):

11 Following Kratzer (1996), | assume that the presence of an accusative object is related to
the presenceof a VoiceP. That is, if nominalization occurs before a VoiceP is merged, as in
(18), the internal argument surfaces as anof-PP. If, on the other hand, nominalization occurs
above VoiceP, accusative case can be assigned by Voice and the internal argumersurfaces
asan accusative objectin spec,VoiceP.



Infinitival su ffixes 43

(a7) It konstante roppen fan as is ferfelend.
The constant  callINF-.n of us is annoying
?The constant calling of us is annoying 2

(18) DP

[=n] Py

On the other end of the spectrum, the most verbal type of nominalized
infinitive would include all verbal projections: an AspectP and VoiceP, but no
DP. An example would be (19), with its corresponding structure in (20) :

(29) Almar Us roppen is ferfelend.
Constanty us callINF--n is annoying

? OOUUEOBOUOAWEEOODPOT wUUWPUWEDODOBOaADODIT 8

(20) nP
A
n? Aspl
[=n] P
Asp VoiceP
.x""-/““‘"“-.
Voice vl
A .
W P

compare it to (19) where Usis an accusative object.
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Here, there is no DP present: there is no determiner. AVoiceP is present since
there is an accusative object (s). An AspectP is present, since we find
adverbial modification ( almar).13

In between the more nominal type of nominal infinitive in (17) and the more
verbal type of nominal infinitive in (19), there could be intermediate cases,
such as (21) with the corresponding structure in (22) , which lacks an AspectP
(no adverbial modification) and DP (no determiner) but does have a VoiceP
(accusative obgct):

(21) Us roppen is ferfelend.
Us callINF-,n is annoying
CEO0O0POT wUUwWPUWEDOOOaDOT 62

13 Note that it is difficult to prove the presence of an nP in these cases. Without a determiner,
Dutch attributive adjectives have the same form as Dutch adverbials. In a sentence such as
infinitives describe events, it is also not possible to test this with a typical adjective that
cannot be adverbial such astall.

(1)) Konstant Gs roppen is ferfelend.
Constant us callINF-,n is annoying
?The constant calling of usB UWE OO Oa b bl 62

However, even though it is hard to find evidence in the form of an adjective, the fact that
the infinitive is in an argument (subject) position in these examples suggests that the
infinitive has nominal properties (i.e. an nP present). | will return to thi s issue in section
3.2.2.3.
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(22) nP
T
n? WoicelP
[am] Py
Voice P
T .
e ~P

This section aimed to clarify the structure proposed in (13), repeated here as
(23). | discussedthe proposal that nominal infinitives in Frisian include an n ©
(phonologically realized as [ n], and lowered onto the verb post-syntactically
(see section 3.1.% while the height of nominalization can vary (i.e. the
structure can have different sizes).

(23) DP
N
D nl’
it T T
n? AspP
[=n] A
Asp VoiceP
T
Vaoice vP
P .
W RS

In the next section, | will discuss the contexts in which [, n] occurs on the
infinitive, and show that they confirm the nominal status of [ n]. | will argue
that no is the most logical position for this suffix. Next, | will present
independent evidence for [ n] as an r?.
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3.1.2 Nominal contexts for the [ n]-infinitive

In this section | will discuss the contexts in which [ n] occursin the Frisian
infinitive. The contexts are listed in Table 2, repeated here as Table 3. will
explain for each context why we would expect a nominal here. Moreover, |
will explain why it is likely that [ n] is an .

L n] (-en) Infinitive is preceded by determiner

Infinitive is bare in an argument position (used as a subject
or object)

Infinitive is preceded by tep? U002 AwOU WE wx U
Infintive is complement of some specific verbs

Table 3: Contexts in which [ n] occurs on the infinitive

3.1.2.1 The determiner context

The first context which | will discuss, which is most clearl y nominal, is the
context in which the infinitive is preceded by a determiner, as in ( 24) and (25):

(24) It iten/ *ite  fan appels is sOn.
The eatINF of apples is healthy
271 wi EUPOT woOi wExx Ol UwbUwi 1 EOQUT ad-»

(25) It 1ézen/*léze fan boekenis learsum.
The readINF of books is educational
231 1T wUl EEDOT wOi wEOOOUWPUwWI EVUEEUDOO

In these contexts, the[, n] suffix is obligatory. Since determiners in Frisian
usually take nominal complements, we expect an infinitive with nominal
structure here.

Following Alexiadou (2013:134) | assumethroughout this dissertation that
the structure of a DP is asin (26):
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(26)

Class nf

n P

Here, the no categorizes a root as nominal, the classifierhead makes a noun
countable and the number head encodes whether it is plural or singular. Now
the question is, which nominal head in this structure does [, n] spell out? One
might be inclined to think of Num ©°, as[ n] is also the plural suffix in Frisian:

(27) katten, hinen
cat.pl, dog.pl

Nominalized infinitives are however not plurals, evidenced by the use of the
determiner it ? UT 1 2 A wWequd U TUwUA Gubrd PET wbUwUUIT E wi

(28) *De iten fan appels is sOn.
The eatINF n of apples is healthy
237 1T wl EUPOT wOi wExxOl UwbUwi 1 EOUT ad-»

In fact, infinitives do not seem to be countable at all, as pluralizing them is
impossible:

(29) *|tens, *silens, *rinnens
eatINF.PL sailINF.PL  walkINF.PL

Therefore, [ n] cannot be a classifier either. The mostogical option would be
that it is an n° element, as in (30):
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(30)

In section 3.1.3, | will provide independent evidence for this claim. First, | will
discuss the other contexts in which the [ n]-suffix occurs in the Frisian
infinitive, and show that these are all nominal, too.

3.1.2.2 The bare context

As shown above, the infini tive ending in [ n] can occur with a determiner in
an argument position. However, it can also appear in argument positions
without a determiner: as a subject in (31) and as an object in 382).14

14 1t must be noted that the [ n]-suffix is not obligatory in the contexts of (3 1) and (32). In
fact, the argument position context is the only context in which there is an alternation
between [ ] and [, n]. Alongside (31), (Ill) is also grammatical:

(i Rinne is sdn.
walklINF is healthy
P6EO0ODPOT whbUwi i EOUT ad~

In section 3.2.2.3, | will discuss this further and propose that the structure of the [ ]-
infinitive in this context is different from that of the [ _ n]-infinitive.
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(31) Rinnen is sdn.
WalkINF- n is healthy
?P6EOODPOT wPUwWI 1 EOUT a

(32) Ik fyn  sigaren smoken net sa lekker
| find cigars smokdNF.n not so nice
2(wi POEWUOOODPOT WEPT EUUWOOUWUOWOPET

What is the structure of the infinitive in these contexts? In argument position,

we usually expect a DP (see Longobardi 1994) There is plenty of evidence

that bare nouns can be argumentstoo (see Chiercha 1997, or De Swart &

Zwarts 2009 on Dutch bare nouns). Two Frisian examples, in which the noun

skoallep? UET 0002 AwbUwOOUwx Ul E bréprdSantEdbalE®© wOY 1 U

(33) Hy giet nei skoalle.
He goes to school
217 wl Ol UwUOOWUET 600606 »

(34) Skoalle is saai
School is boring
?P2ET OOOwWPUWEOUDOT 6~

Here, the noun skoalleis bare, asthere is no determiner, but it is in a position

where we would normally see a DP: after the preposition neigp? U O 83Kand O wp
as a subject in 84).15 Therefore, this is another example of a nominal context

in which the [ n]-suffix occurs in the infinitive .

5 There has been discussion whether these bare nominals lack a DP completely (cf. De Swart
& Zwarts 2009) or whether there is a DP present with a silent D (cf. Longobardi 1994). As
this is not directly relevant to the current chapter (in any case, these bare items are
nominals), | set this matter aside for now.
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3.1.2.3 Toinfinitives and prepositions
A very common context for the infinitive is to be preceded by the infinitival
marker teqp? UO? AOWEUwWUT OPOWET O00Po

(35) Hy probearjet appels te iten.
He tries apples to eatINF-n
?2' 1T wOUDPI UwUOOwl EVWE x x Ol

(e
Qu
-~

(36) Hy is te silen.
He is to sailINF-n
2' 1T wbUwodi i wUEDODPOT 62

| will argue that teis a preposition in Frisian. As prepositions usually take
nominal complements, this is then another example of a hominal context in
which [, n] occurs on the infinitive .

The status oftein Frisian has not been analyzed in detail. Like in Dutch, the
status of teis unclear. While English to is analyzed asT/Infl (Chomsky 1986),
Zwart (1993a) shows that this is not plausible for Dutch and te is probably
more like a preposition or a complementizer. 16

We know that tewas originally a preposition in Frisian (Tiersma 1985)(and
in Dutch, to o (Zwart 1993a)). Nowadays, it is no longer productive, although
it is still used with place names (37) and in some fixed expressions @38):

(37) Hy wurket te Amsterdam.
He works to Amsterdam
2' 1T whbOUOUwWPhbOw OUUI UEEO

Qu

?

(38) It skip giet te wetter.
The ship goes to water
2311 wUT DxwbUWOEUOET | ES»

%9 pEUUZ UwgphNNt AwOE b O wkeisindd Béséntinel ididitval tobte) md10 w0 T E Ow
is excluded in many of them, such as when the infinitive is used as an imperative or as the

complement of an auxiliary verb. In other contexts teis required, such as when the infinitive

is the complement of a raising or control verb. Zwart (1993a:102) argues that ifte expressed

a tense relation, we would expect it to be present in all infinitival contexts. Rather, it seems

preposition, than like an inflectionale O1 01 002 w9 PEUUWHRNNt Eo huy | A8 w
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J.Hoekstra (1997) argues thatteis still a preposition in Frisian, at least in some
contexts. He discusses the absentive, illustrated in (39):

(39) Hy is te silen.
He is to sailINF-n
2' 1T whbUwodi I wUEDODPOT 62

is the topic of Chapter 5, where its characteristics will be discussed in more
detail. For now, it is only relevant to know that the absentive in Frisian
consists of a finite form of wézep? E1 2 AOw i O®ididittvd. HaekStéa w E w
argues that tein this context is a preposition. Besides the fact that this aligns

with the absentive semantics of the construction, he provides some syntactic
evidence. The main argument to consider teto be a preposition in these cases

is the fact that unlike other te-infinitives, the absentive occurs to the left of the

main verb in embedded contexts, as in 40). In (40a), we find te silento the left

of the main verb is. In (40b), on the other hand, we find te silento the right of

the main verb probearjet

(40) a. 0 dat Jan<te silen> is <*te silen>
that Janto sailINF-n is
20U1 EQw) EOwPUwWOI I wUEPODOT 62

b. 6 datJan <*te silen> probearjet <te silen>.
that Jan to saillNF- n tries
20U7T ECw) EOwUUPTI UwUOWUEDPOS»
The position of (40a) is the same as that of regular PPs in Frisian, as is shown

in (41).

(41) 0 dat Jan<nei Amsterdam> is <*nei Amsterdam>.
that Jan to Amsterdam is
2607 EQw) EOwPUwWOI | wOOw OUUI UEEOD

Qu

o

A second argument to believe that te in the Frisian absentive is a preposition
is the fact that it precedes patrticles (as in @2)), rather than following them.
This is not a direct argument for the prepositional status of te, but it does set
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the absentive apart from other to-infin itives, in which te follows the particle
(as in (43)).

(42) Jan is <te> op <*te>réden.
Jan is to up to  tidy.INF-n
2) EOwhPUwOi i wOUPEabHOT wUx

Qu
~

(43) Jan beslit <*e>0t  <te> gean.
Jan decidesto out to golINF
?2)EOWET EPET UwlOOwT OGwdUUG -

In short, it is plausible that tein contexts like (39) is a preposition. Prepositions
require nominal complements, and these can be bare nouns, as shown below:

(44) on top, at lunch, by train, in jail

(45) Hy giet nei skoalle.
He gces to school
217 wl Ol UwUOOWUET 60606 »

As expected, other prepositions in Frisian also require [ n] (-ern) on the
infinitive:

(46) Mei skellen lose jo neat op.
With namecallNF- n fix  younothing PRT
?26DU0UT wOEOI EEOODNOPOWSEOVUwIi DR w

This leads to the conclusion that the (absentive) te-infinitive context is yet
another example of a nominal environment in which we find the [ n]
infinitive.

Unfortunately, it is unclear why the infinitive also requires the [ n]-suffix
in other types of te-infinitives, such as (47).

47) Hy probearjet appels te iten.
He tries apples to eatINF- n

' T wOUPTI UwUOwl ECwWExxO1 Ud -~

As was shown above in (40) it is not likely that teis a preposition in these
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contexts, at least not anymore.The [ n]-suffix could just be a historical residue
from times when tewas conistently a preposition. | leave this matter open for
further research.

3.1.2.4 Complement of verbs

We also find the [ n] on infinitives in Frisian when t he infinitive is the
complement of a restricted set of verbs, illustrated below:

(48)  Aspectual verbs geanp? 1 ®luwep? U U Kamap? EOOIT 2 A

a. lk gean sitten
| go sit.INF- n
2 (70wl OE@PUWBG W D U w

b. 1k bliuw sitten.
| stay sitINF-n
?2(zOwUUEaDOOT wuil EVI E

Ou

? W

c. |k kom (*op bed) sitten.
I comeonbed sit.INF- n
2(zO0wUPUUDPOT weEOPOWOOWUT 1 WET E

OQu

(49) Hawwe? | E ¥nd fin&qu? | DvikE an A.wi. construction

a. [k ha noch bble yn de friezer lizzen.
I have still bread in the freezer lie.NF-n
2(wlUPOOwWl EYT wUOGd wEUI EEWDOwWUT T wi |

b. Hy fan har op s 1 flier sitten.
He foundher on the floor sit.INF- n
21 wi QOUOEWTI 1T UwURPUUDOT wOOwWUT 1T wi 6606
(50)  Perception verbs (such assjenep? U | hearefp? 1 1))E U 2
a. Wy sjogge him appels iten.

We see him apples eatINF- n
261 wUl 1 wi POwl ECWExxOI UB »
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b. Wy hearre de bern boartsjen.
We hear the childrenplayINF- n
261 wil EUROEDWOwWx OEAd»

These verbs have some interesting similarities. Although they might seem like

auxiliaries in these examples, all of them have a lexical variant which takes a
non-verbal complement, as illustrated below:

(51) geanp? 1 Gliuwe? U U kKommepO E O Witha RP
complement

a. lk gean nei Amsterdam.
| go to Amsterdam
2% QoingUOw OUUI UEEO

Qu

?

b. Ik bliuw yn Amsterdam.
| stay in Amsterdam
A 7 OwU U E O wEE 06 »

c. |k kom nei Amsterdam.
|  come&o Amsterdam
2Z OweODOHOT @GUUI UEEO

Qu

?
(52) Hawwe? | E ¥nd fin€kqp? | Dvitk @ DRPwomplement

a. [k ha in bble.
|  have a bread
2(wl EYT wWEWEUI EES»

b. Hy fin har.
He found her
21 wi OUBEwWI 1 UG~
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(53)  Perception verbs (such assjenp? Ul hearrgp® 1 | Witha B w
complement

a. Wy sjogge him.
We see him
261 wUI 1T wi OB 2

b. Wy hearre de bern
We hear the children
261 wil EUwUOT T wei pOEUI 08~

While this is no direct evidence that the infinitive must also be nominal in
these cases, it shows that these verbhave something in common with respect
to their types of complements.
The aspectual verbs andhawwe? | E ¥rid findq? | Diéesdnething
else in common: they only take a particular type of verb as their complement,
namely posture verbs. This means that gean for example, can only be
combined with the verbs sitte (p? U BiddeqrCuBteang DWU E O Ehinglew E O E w
@? 1 EOT » A8 w wekatibh of \géanwdhOother Werds (like we find in
Dutch) is impossible, as illustrated below: 17

(54) Ik gean  sitten/*ferhazjen.

I go sit.INF - n/*movelNF-_ n

2(z0wi OPOT WOOWMUPUWEOPOYOOYI
For bliuwe op? U Udhd kommerp ? E O Ghe sekista little bigger, as they both
allow rinne? b E O O blidvedldE stykiep? U U D Evienj&p U0 EDBIE | 2 A6
verbs in this set express position/location (e.g. going to a sitting position or
remaining in a standing position) . While this is not direct evidence that the
infinitive is nominal in these contexts, it is clear that these verbs which
require [ n] on their complement, all share the option for a non-verbal
complement.

171t should be noted that many speakers of Frisian nowadays do allow geanto be used as a
future marker, therefore allowing it to have other types of infinitival verbs as a complement.
This issue will be discussed in more detail in Chapter 5 on the absentive (section 55.2), as
this will turn out to be a change with consequences for the absentive. It is currently
unknown whether these non -posture verb complements of geanalways end up with an
[L n] suffix, or if they can (also) get an[, ] suffix.
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3.1.2.5 Interim summary

In this section, | have shown that the [ n] infinitive occurs in nominal contexts.
| have shown that [ n] is likely to be an n° element, which nominalizes a verb,
thereby creating a nominal infinitive. In the next section, | will present some
independent evidence which shows that [ n] can be an .

3.1.3 hdependent evidence fof_ n] as an r?

There is some independent evidence off, n] being an n°. Corver & van Koppen
(2011) show that[, n] is an n° in Frisian NP ellipsis contexts.18 They look at
contexts as in(55):

(55) a. Janhiein witte auto en Geart in swarte.
Janhasa whitee car andGeart a blacke
?) EOwl EVwEwPT PUT WEEUWEOE w&l EVUCDWE w
b. Janhiein witte auto en Geart in swarten/*swarte
Janhasa white-e car andGeart a blacken/blacke
ien.
one
c. Janhiein witte auto en Geart in swarten.
Janhasa whiteee car andGeart a blacken

In these examples, the nounauto? EEU? AwDUwl OPETI EwbOwUT |
sentence. 6548 and (55c)represent an elision strategy, while (55b) looks like a
pronominalization strategy: here the noun is replaced by the pro -form ien

@? OO0 » AKwOwpkT PET wUI 1 OVUwi gUDYEOI orgasinOwx UOC
(56):

(56) John has white car and Peter a blackone.

The crucial question for the data in (55) is what the role of the element -en
(L, n]) on swartenis. Corver & van Koppen (2011) argue that while the -eis
adjectival inflection, -en must be something different: an n° head. They

propose that the structure of in swarten ienpp? EWEOEEOwWOO] 2 AwbUwU

18 Corver & van Koppen (2011) represent the suffix as -en following its orthography.
According to native speakers of Frisian, the -ensuffix in this context is pronounced as [, n],
similar to the -ensuffix in infinitival verbs .
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(Corver & van Koppen 2011:396)

(57) [op in [np swart [np N0 (=-en) ] ien ]]]
Here, ienis the root and the suffix -enis an n°. Their main argument for saying
that -enis no, rather than adjectival inflection, is that +enon two consecutive

adjectives is ungrammatical in Frisian. This is illustrated in ( 58):

(58) Jan hie in grutte witte auto kocht en Geart hiein

Jan has a big white car bought andGeart has a
grutte/*grutten  swarten ien  kocht.

big-e/bigen blacken one bought

?Jan bought a big white notebook and Geart bought a big black
OOl 62

This is not something we would expect for adjectival inflection : two
consecutive inflected adjectives are fine, asgrutte witte in (58) shows. In
ellipsis contexts, this is fine:

(59) Jan hie in grutte witte auto en Geart hie in grutte swarte
Jan has a big white car andGearthas a big-e blacke
?2) EOQwl EUWEwWEDT whp1 PUI WEEUWEOQOEwW&I EUU U

An n° element, on the other hand, would be expected to occur only once per
contexts, -enis a spellout of the n° node.1® These Frisian NP ellipsis contexts
thereby show that [, n] can be an r? element.

3.1.4 Lowering of [ n]

So far, | have discussed evidence that-enmust be a nominal element, namely
a spell-out of n°. | have not yet discussed how this suffix attaches to the verb.
Recall that | proposed the following (maximal) syntactic structure for the
nominal infinitive:

19 To acoount for (55c), Corver & van Koppen (2011) argue, in line with Kayne (2005), that
ien can be unpronounced when it moves to spec, nP. That is, the edge position of a phasal
nP can remain unpronounced.
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(60) DP
T
D ol
it T~
n® AspP
[zn] ___,f‘”""-.“\
Asp Voicel
T
Voice vP
A .
Wi P

How does the suffix get attached to the verb? The simplest way to derive this
would be head movement of the verb to no. However, if the infinitive were in
no, this would predict that adverbial modifiers (in spec,Asp) would follow the
infinitive. In fact, they precede them, as shown in (61):

(61) It almar iten fan appels is sn.
The constantlyeatINF- n of apples is healthy
?The constant eating of apples is healthy.?

If the verb cannot move upwards, we have to assume that the affix [ n] moves

downwards. Traditionally, problems like this have been analyzed in terms of

affix hopping (see for example Looyenga (1992) who proposes affix hopping

of a silent nominalizing affix in Dutch). A contemporary version of this idea,

which fits within the framework of Distributed Morphology, is the process of

Lowering as described by Embick & Noyer (2001). Lowering is a post-

Ux1 OO0 EwUOT T UT 1T UWEUOwWOOUWNOPOI EwbOwOYI UU
2001:561). They illustrate this by means of TFaffix lowering to v in English:

(62) Mary [ teta[ve loudl y play -edi the trumpet]]
Here, the past tense affix-edis lowered from T to v. Since theadverb loudly,

which is a manner adverb, cannot be above T, we know that the verb is in v
rather than in T. Adverbs are invisible for lowering, according to Embick &
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Noyer, as they are in specifier position and do therefore not interfere with the
movement of heads.
| propose that the same thing happens with nominal infinitives:

(63) [npti[aspr @lmar (t1) [voicer (t1) [vp it-em]]

Here, the nominal affix [ n] (-en is lowered from n 0 onto vo, with possible
intermediate steps in Aspect and Voice, two projections that are not assumed
by Embick & Noyer. The adverb almaris invisible for lowering but, being in
spec,Asp, shows that the infinitive cannot be above the Aspect projection.

An alternati ve approach to [ n]-affixation on the verb without resulting in
the wrong word order would be to stipulate that the nP in Frisian is
head-final. If this were the case, we could assumethat the verb head-moves
to nowithout creating problems for the word or der.

(64)

Asp VoiceP

T

Voice v

N

W P

-

ite

However, this seems unlikely as nPs are assumed to be headnitial in Frisian.
An argument follows, rather than precedes the noun:
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(65) it iten fan appels
the eatiINF-n of apples
2371 wl EOPOT wOi wExxOI UB 2

(66)  *it fan appels iten
it of apples eat.inf

Therefore, | conclude that affix lowering must be the right explanation for
how the nominalizing -enaffix ends up on the verb.

3.1.5 Possible problems and alternative analyses

In the previous sections, | have presented an analysis for the Frisian nominal
infinitive. | argued that its syntactic structure consists of a mixed structure
with nominal layers on top of verbal layers, and that [ n] has to be an r®
element.

While most data confirm this, there is one syntactic context which presents
a problem. Consider (67) and (68):

(67) It is moai wenjen op € Lemmer.

It is nice liveINF-n in De Lemmer

P(UzUwWOPETl wOOWODY! wbOw#1 w+l OO1 UG »
(68) It is noflik sliepen op in wetterbéd.

It is pleasant(ly) sleedNF- non a water bed

2(U0UzU0wxOl EUVEOQUWUOGWUOI I xwOOWEwWPEUIT Uu

J. Hoekstra (1998) claims that the infinitives are verbs here, and that they are
adjuncts to the adjectives, as in the structure in 69):

(69) 0 WE E [daupAJar moai] [vewenjen]]isops 1 w+1 OO1 U

He argues that the sentence in (&) is semantically very similar to the middle
construction in (70), where wenjenis a verb rather than a noun:
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(70) It wennet moai op 'e Lemmer
It lives nice in De Lemmer
2( 0PBULWWUOWODY!T wbOw#1 w+i 60061 U

Qu

?

However, in principle one could analyze the sentence in (67) in a different
way. | propose that its structure could be as in (71):

(71) O ke -en [aspp moai [ve wen;j I]]

Here, the verb is modified by the adverb moai and subsequently nominalized.
In this case, wenjenwould be a nominal infinitive, as expected within the
theory developed here.

Hoekstra provides another argument for the verbal stat us ofwenjengp? OB Y 1 2 A
namely that in a similar example, the infinitive wurkjen gp? b O WahnoXhe
replaced by a(n other) noun:

(72) a. It is hurd wurkjen op in boareilan
It is hard workINF-n on a drilling platform
Workingona EUDOODPOT wx OEUI OUOwPUwIl EUES
b. *It is hurdwurk op in boareilan
It is hard work on a drilling platform

This is unexpected if wurkjen is a noun in (723. However, a possible
counterexample which Hoekstra discusses is (73):

(73) ?I1t is trije dagen wurk om dy kabels oan te lizzen
It is three days work for those cables PRT to install
2(0wPUwOT UT T wEEAUwPOUOWUOOWDPOUUEOOW

He states that the grammaticality of the sentence is questionabk: this means
that replacing an infinitive with another noun might be impossible in other
casesas well, and (72b) would not present a problem for an analysis in which
we consider wenjento be nominal.

Following this discussion of a possible problem for the analysis, | will now
turn to possible alternatives. There are, in fact, not many alternative analyses
for the syntactic structure of the nominal infinitive in Frisian. While both J.
Hoekstra (1997) aml De Haan (2010) claim that the -en infinitive must be
nominal, they do not provide a syntactic structure. Visser (1989) proposes that
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the -eninfinitive is an element which is [+V] and [+N] at the same time. This
is also what | claim, but with a different implementation: a root is first
categorized as a V¥, and later nominalized when n°is merged on top of this
verbal structure (even though the actual suffix only lowers to the verb with a
post-syntactic process of affix lowering, see section 3.1.4) which is why it
displays both verbal and nominal characteristics.

For Dutch, there are some analyses that claim that the nominalizing affix is
silent and that the infinitival suffix -en (pronounced as ([ ]) in Dutch) is
directly on V (Looyenga 1992, Ackema & N eeleman 2004) as in (74) forlopen
P? PEOO? K0

(74) [ne @ [ve lop-en]]

For Dutch, | will discuss these further in section 3.1.6.2 For Frisian, this idea
does not make much sense. If[, n] would be in the vP, and nominalization
would be silent, it is unclear why the suffix would be [ n] in nominal contexts
and [ ] in verbal contexts.

In section 3.2, | will discuss the Frisian [ ]-suffix and show that it is an v ©
element. First, | will discuss the nominal in finitive in Dutch and show how it
is structurally similar to Frisian, but exhibits variation with respect to a Spell -
out parameter.

3.1.6 The nominal infinitive in Dutch

In this section | will dis cuss the nominal infinitive in Dutch. It has been argued
before that the Dutch infinitive has a nominal and a verbal variant , and that
the nominal variant includes a mixed structure (cf. Looyenga 199,
Schoorlemmer 2001, Ackema & Neeleman 2004, Broekhuis & Keizer 2015). |
will show that its structure is the sa me as that of the nominal infinitive in
Frisian. The only difference is a Speltout difference. While in Frisian, the no
element [, n] is phonologically different from the suffix we find on the verbal
infinitive [ ], in Dutch we find [ _ ] (written as -en) in all contexts.

Recall the structure | proposed for the Frisian nominal infinitive , based on
Alexiadou et al. (2011), Alexiadou (2013) presented again below:
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(75) DP
T
D nP
it g
n? AsgpP
[=n] J__,.f"”""-.,_‘h
Asp Voicel
T
Voice v
A .
il ~P

Recall from section 3.1.1 that | assume that this is the maximalstructure that
a nominal infinitive can have and that the DP, AspP and VoiceP are optional.
Unlike Frisian, Dutch does not phonologically distinguish between a nominal
and a verbal infinitive. Therefore, following the literature ( Looyenga 199,
Schoorlemmer 2001, Ackema & Neeleman 2004, Broekhuis & Keizer 2015,
among others), | will focus on infinitives which are in an argument position,

as these are most clearly nominal contexts. | will show that in these cases, all
projections in the structure in (75) could be present, based onthe diagnostics
from Alexiadou (2013:135), presented in (16) and repeated here as (76):

(76) Possibility of Presence of
Determiner DP
Adjectival modification nP layer
Adverbial modification AspectP layer
Accusative object VoiceP layer [+ transitive]

Similarly to Frisian, the most nominal variant of the nominalized infinitive
would include a vP, nP and DP, but no VoiceP to assign accusative case
(following Kratzer 1996)and no AspectP. In (77), the determiner hetgp? U1 1 2 A

presence of the nP, and there is no adverbial modification.
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(77) Het constante eten van fastfood is ongezond.
The constant eatINF-.n of  fastfood is unhealthy

23711 wE(EmlblngE‘e@tltbwllsUOI 1 EOUT aé~

(78) DP

T

D nP
het _!_,-*""“--..,‘_h
n? vl
[=] f“‘--._“\
|-’ ] - J']l:.r
_\1|

The most verbal variant on the other hand would include an AspectP and
VoiceP, but no DP as illustrated in (79) and (80). The pronoun onsq? U U2 A w

presence of an AspectP:

(79) Steeds  onsroepen is vervelend.
Constantlyus call.INF--n is annoying

2" OOUUEOUOAWEEOODOT wUUwWPUWEOOOGaDOT 6

(80) nP
n? AspP
=] f,,-"“‘“-.,,‘_“
Asp Voicel
A Vioice
A
Voica v

,f"'"A"“"--.,
] -\,'P

L (object)

As argued for Frisian in section 3.1.1, there could also be intermediate cases,
with both nominal and verbal projections.
Above | have argued that the n° in Frisian is spelled out by ten ([ n]). |
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propose that in Dutch, it is spelled out by ten([,]), and that it is attached to
the infinitive by the process of Lowering, as discussed in 3.1.4.

As the [ ] (-en suffix is also found on verbal infinitives in Dutch, its
occurrence in nominal contexts cannot be taken as evidence for its nominal
status. However, the next section will present some independent evidence for
[ ] as an r?. The logically possible alternative, in which n ¢ is silent in Dutch
and [ ] (-en is the same item in nominal and verbal infinitives will be
discussed in section 3.1.6.2vhich concerns alternative analyses.

3.1.6.1 Evidencefor[ ]asanr®

In section 3.1.3 we saw evidence hat [ n] in Frisian must be an rP in NP
ellipsis contexts (Corver & van Koppen 2011).Corver & van Koppen (2011)
also discuss NP ellipsis contexts in Dutch, and show that in Dutch, itis te[ ]
which spells out no. The relevant example is presented in 81):

(81) Jan heeft[ een wit konijn] gekocht en Marie heeft
Jan has a white rabbit bought andMarie has
[een zwarte] gekocht.
a blacke bought
?Jan bought a white rabbi0 WE OE w, EUDI wEOUT T UwE wE O

As one can see, the adjectivewit ? PT DUT 2 AwDUwOOUwHOI O EUI
neuter singular indefinite normally does not have adjectival inflection:

(82) een wit  huis
a  white house.neut

In (81), the adjective zwart p? EOEE O? AWE O] Uwl EYI wEWUET PE U
usually taken as evidence that adjectives receives default inflection in NP
ellipsis contexts in Dutch. Corver & van Koppen (2011) argue, however, that
this schwa is not adjectival inflection, but rather a phonologically weak pro -
form, analogous to Frisian [ n]. They present two arguments for this.
Consider (83):
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(83) Ik heb gisteren [ een groot/grot e pianist] horen spelen.
| have yesterdaya big/bige  pianist hear play
P haveheardal Ul EQwy wEDT wxPDEOPUUwal UUI UEE

Here, the attributive adjective can appear with or without the eaffix,

depending on the meaning of the adjective. Grotewiththe eE | | DR wOl EOU w? E
but grootwithout the -eO1 EOUwW?1T Ul EU2 8 w( OQwl O@®=UDPUWE!
needs to be present, irrespective of its meaning:

(84) Ik heb gisteren[eenecht grote] horen spelen.
| have yesterdaya real bige hear play
?l have heard a truly big/great one yesterday.?

This difference between the ellipsis context and the regular context suggests
that the -eis not adjectival inflection in the ellipsis context.

The second argument Corver & van Koppen (2011) presentconcerns past
participles ending in -en These participles usually cannot show inflection, as
illustrated in ( 85):

(85) het doorbakken(*e) konijn
the  well-bakedd rabbit

However, in ellipsis contexts, the -eis suddenly obligatory:
(86) het doorbakken*(-e)
the well-bakedd
2the well-baked O O1 »
Again this suggests that the e-affix is not adjectival inflection. Corver & van
Koppen (2011) conclude that like Frisian -en the Dutch -e[, ] is a spell-out of
no, and they propose the structure in (87) for the example in (81):

(87) [oreen e zwart [ne e]]]

To summarize, this section presented some independent evidence for the
schwa being the spell-out of n°in Dutch. 20

20 One potential problem if we take this as evidence for schwa being an rf in infinitival
contexts is the fact that not all speakers of Dutch pronounce the infinitival ending -enas[ ].
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3.1.6.2 Alternative analyses

In this section | discuss two alternative analyses that have been proposed in
the literature for Dutch nominal infin itives.2 The infinitival suffix -enin Dutch
is sometimes analyzed as attached to V (Looyenga 199, Ackema & Neeleman
2004). Ackema & Neeleman(2004) propose that nominalization can occur at
different syntactic positions, an approach which | follow as well. In the most
?2000POEO? wlaxl wOi wbOi POPUDBYI OwbkT 1 Ul wOT 1
expressed by means of a PP, Ackema & Neeleman (2004propose that
nominalization occurs directly above the verb. This type of infinitive is
illustrat ed in (88), with its corresponding structure in (89) (Ackema &
Neeleman 2004:175)A difference with the current analysis is that they argue
that there is a silent nominalizing suffix in Dutch nominal infinitives. 22

(88) Deze zangeris vervolgd voor dat stiekeme jatten van
this singer is prosecuted for that sneaky pinchINF of
succesvolle liedjes
succesful  songs
23T DUWUDOT T Uwl
songs?

UwEl 1T OwxUOUI EVCI Ewl ¢

m-

For some speakers, to my knowledge mostly in the eastern part of the country, the -n is
clearly pronounced. In those cases, the argument that schwa is an  in other contexts (see
the previous sections) is not valid. However, it is possible that for thes e speakers, H is not
pronounced as schwa in these other contexts either, but as[, n]. | leave this as a matter for
future research.

21 This section is focused on nominalized infinitives in Dutch. Other notable studies of this
topic, but with a different f ocus than the current study, include Schoorlemmer (2001) and
Broekhuis & Keizer (2015). For more discussion on nominalizations in general, | refer the
reader to Chomsky (1970), Abney (1987), Grimshaw (1990) and Borer (2005), among others.

22 Example (88), taken from Ackema & Neeleman (2004), includes demonstrative dat

®? U1 E U~ A anUtie Wetdrminarlhiet ? U1 1 » Adw Uw2ET OOUOIdatdO1T Uw ol
behavesdifferently from the regular definite neuter determiner ( hef with infinitives, as it
makes an infiODBUBDYI w?i Rx Ui UUDYIi » OwbOwi EVWEOwWI OOUDPOOEOW
her, this corresponds to a different structure. This complicating factor is left aside for now,
EUwPOwPhUwOOUWUI O YEOUWI OUwWUOT 1T wOED OwE b ladcbuti OET U wE
which | discuss here.
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(89)
DP

N

D NP

P,

AP W

~~
| PP
T

WV-EM  AFF

Ackema & Neeleman identify a slightly less nominal infinitive, where the
internal argument is expressed by an accusative, preinfinitival object and the
infinitive is modified by an adjective. For this type of infinitive, illustrated in
(90), they propose the structure in (91) (Ackema & Neeleman 2004:175)

(90) Deze zangeris vervolgd voor dat stiekeme succesvolle
this singer is prosecuted for that sneaky successful
liedjes jatten.
songs pinchINF
23T PUwWUPOT I Uwl EUWET 1T OwxUdUl EVUIT Ewi ¢
successfulsongs:?

(91) DP

Finally, they idenify a relatively verbal variant of the infinitive, where the
internal argument is again an accusative object but the infinitive is also
modified by an adverb, rather than an adjective. This type is illustrated in ( 92),
and the corresponding structure is shown in (93) (Ackema & Neeleman
2004:175)
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(92) Deze zanger isvervolgd voor dat stiekem succesvolle
This singer is prosecuted for that sneakily successful
liedjes jatten.
songs pinchINF
23T DUWUPOT T Uwil EVUWET 1 OwxUOUI EUVUCIT Ewi (
successful songs?

93) DP
e
D NP
VP AFF
T
Adw VP
T
i V-EIM
TheOEDOWEDI i 1 Ul OETl wel UbI 1 Ow B@ithédfasdiu- 1 1 Ol

oneis that they assumethat nominalization happen sby means of a silent affix,
while | assume that the nominalizing head n©° is spelled out by [ ] (-en).
Ackema & Neeleman base this on the idea that there is no evidence that-enis
ever a nominalizing element in contexts other than nominal infinitives.
However, in the previous section, | showed that [ ] (which is the way this
infinitival suffix is pronounced), is actually an no in NP ellipsis contexts.
Moreover, they do not provide any independent evidence for the silent affix
that they assume.

Looyenga (1992 also claims that there is a silent affix and tries to provide
evidence for it. He assumes the structure in (94) for Dutch nominal infinitives
(Looyenga 1992:178)

(94) [op [#zD [ne [- z[n [P PRO [ fve V +en] 1]] + affix J]]]]]

Looyenga claims that the t en suffix is always verbal, being attached to V in
the root position and entering into an agreement relation with T. The
difference between a nominal and a verbal infinitive is then the silent nominal
affix. According to Looyenga, we cannot see the affix in presentday Dutch,
but it surfaces in German. In German, we find the nominal suffix -son the
infinitive if it is in genitive case, as in ( 95). Looyenga (1992) states that this is
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an instantiation of the affix in (94).

(95) die Bestatigung des Empfangens dieses
Theaffirmation theGEN receivdNF.GEN this.GEN
Briefes
letter GEN

2311 WEI i DUGEUDOOWOI wUT 1T wuil Ei pYDPOT w

This example suggests that-s. rather than -en is the nominalizing affix in
German infinitives. However, it is unclear whether this is direct evidence that
this would be the same for Dutch (except that the n® would not overtly be
expressed). In my analysis, | follow the alternative idea that [ ] (-en) is the
nominalizing suffix.

3.1.7 The parametric differences
In the previous section | have presented my analyses for the Frisian and Dutch

nominal infinitive. | showed that they both have the same syntactic structure,
illustrated again below:

T
D nl?
it g
P AspP
[anl/[2] "~
Asp VoiceP
{_,-""“'--.,H
Voice vl
A _
il P

In both languages, the root is verbalized by vo. Optionally, a VoiceP and
AspectP can beincluded. Then, the verb is nominalized by merging n°above
it. (Postsyntactically, n° lowers to the verb, as discussed in section 3.1.4.
Optionally, there is a DP projected.
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The only differ ence between Dutch and Frisian here concernsthe spell-out
of no. As presented in Chapter 2, a speltout parameter is one of three types of
parameters. It specifiesthe spell-out of a head and whether it can license a
zero specifier. In this case, in both Frisian and Dutch, r? hasto be spelled out
by a specific morpheme:

(97) Frisian
N[nominalizing] : L n] (-en)

Dutch
N[nominalizing] : L ] (-en)

While in Dutch, this spell -out is homophonous with the verbal infinitival
suffix (both [ ]), in Frisian this is not the case. This leads to the empirical
observation that while Frisian phonologically distinguishes the nominal
infinitive from the verbal infinitive, Dutch does not.

In fact, many speakers of Frisian also no longer make this distinction. They
use the verbal suffix [ ] on the nominal infinitiv e, the nominal suffix [ n] on
the verbal infinitive or they mix both. The question is how this relates to the
parameter presented in (97) and how widespread this change is. This will be
the topic of section 3.3. First, | will discuss the verbal infinitive in Dutch and
Frisian.

3.2 The verbal infinitive

3.2.0 Introduction

Infinitives are, as their name suggests, verbs without any finite features. They
can be the complement of an auxiliary, which bears the finite features of the
clause, as in (B):

(98) a. lk zal morgen naar school lopen. Dutch
b. lk sil moarn nei skoalle rinne. Frisian
I will tomorrow to school walkINF
2(whDOOWPEOOWUOWUET OOOwWUOOOUUDDPS -

In these contexts, the infinitive is traditionally analyzed as being in v or V;
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that is, it does not raise to T (see for exampleWurmbrand 2004).23 This is
illustrated in ( 99):

(99) cr

| will argue that the [ ]-suffix which we find in these types of contexts is a w
element, since it only occurs in contexts where the infinitive is a verb.
Furthermore, | will argue that the Dutch verbal infinitive has the same

syntactic structure and that v is spelled out by [ ] in Dutch as well .

3.2.1 The structure of the verbal infinitive

Following Wu rmbrand (1998), | assume that auxiliaries such as modalsoccur
in the same clause as the infinitive. That is, they are not lexical verbs in a vP,
but rather, they are merged in the extended functional projection of the main
(infinitival) verb. Wurmbrand (1 998) refers to this asrestructuring. | follow the
idea that auxiliaries are merged in functional projections such as ModalP. The
structure that | propose for the verbal infinitive is as follows:

23n the literature, the term verbal infinitiveis often used to refer to a variant of the infinitive
which is used in argument position, but does not have many nominal properties (for
example the more verbal variant that A ckema & Neeleman (2004) distinguished, see section
3.1.6.2). However, | take verbal infinitive to refer to infinitives in verbal contexts, of which
the example in (98) is prototypical: an infinitive which is the complement of a finite verb.
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(100) TP
T
T ModalP
A
Modal AspP
T
Asp VoiceP
T
Voice vl
A _
W RS

In this structure, the infinitival verb starts out as a root and is then verbalized
by the vo element [ ]. | assume that this is a default verbal marker which is
only spelled out if there is no other suffix on the verb. 24 Evidence for this is
the fact that it appears in all verbal infinitival contexts (see section 3.2.2), but
that it is not visible on finite verbs, for example when the verb carries the 3d
person singular present tense suffix -t:

(101) Janrint.
Janwalks
?2) EOQOwPEOOUS »

Above the vP, we find the typical verbal extended projection: the VoiceP,
which introduce sthe agentand the AspectP, which hosts any adverbials that
occur in an infinitival sentence:

(102) Janwil alsmaar eten.
Jan wants constantlyeat

Above AspectP, we find ModalP, where modal auxiliaries are merged,

24 This means that it is also there in nominal infinitives, but it is not spelled out. For ease of
representation, | have not included it in my discussion on nominal infinitives in the
previous sections.
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following Cinque (199 9) and Wurmbrand (1998), who claim that these are
functional verbs rather than lexical verbs and do not have their own vP
domain. Finally, a T is merged, to which the auxiliaries must move to get their
finite features.

| have now proposed a structure for the verbal infinitive. In the next section,
I will show that this accounts for all the contexts in which we find the [ ]-
suffix on the infinitive in Frisian.

3.2.2 Verbal contexts for the [ ]-infinitive

In this section | will discuss the contexts in which [ ] occurs on the Frisian
infinitive. The contexts are listed in Table 4, repeated herefrom Table 1. | will
explain for each context why we would expect a verbal infinitive here.

L1Ge) Infinitive is complement of modal verb

Infintive is complement of litte gp? O1 U2 Aw

Infinitive is bare in an argument position (used as a subject
or object)

Infinitive is topicalized

Infinitive is a purposive adjunct
Table 4: Syntactic contexts for the[, ]-suffix

3.2.2.1 Modal verbs

In Frisian, modal verbs take bare infinitival complements. These infinitives
get an[, ]-suffix, as illustrated in (103).2526

(103) Ik kin appels ite.
| canapples eatINF-,
?2( WEEQwI EUwWEx xO1 U3 »

25 For all the examples in this section, one should note that the ader of verbs does not
influence the suffix. In embedded clauses, where the finite verb is sentencefinal in Frisian,

the distribution of the suffixes is the same as in main clauses.

26 One could argue that modals can also take nominal complements, which would actually

make them similar to the nominal contexts discussed in section 3.1.2. However, following

van Riemsdijk (2002), | assume that in these cases, there is a covert verb presernd the
modal does take a verbal complement. This will be discussed further in section 5.2.1.
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According to J. Hoekstra (1997), this holds for the full class of modal verbs:
kinne g? E E Meigtgirud E amoa#t®qu? O U Udille @l@lliwill) and wolle

@? PEOU? A8 wuwin 820G Q2. PiktbesebintExts the infinitive is in
V.

3.2.2.2 Litte (Plet?)

In the complement of the verb litte ? O1 U~ A O wesuffixiadD@E wUT 1 w

(104) Wy litte him appels ite

We let hem apples eatINF-

261 wOl OwOT 1 WET POEUI Owl EVWExxO1 Ud~»
EQEwx1T UOPUUDPYI wep? UOw HieeOMd bt exdrtples piolide’k wY EUD
in the literature are ambiguous between the two readings .

| assume that in both caseslitte can be analyzed as a functional verb. Similar

to the modal verbs, it would then be in the functional extended projection of
the main verb, as follows:

(105) -

T

T FP

T

F AspP

litte M

Asp VoiceP

Voice vP
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3.2.2.3 Bare in argument position

An [ ]-infinitive also seems tooccur in argument position in Frisian. In fact,

this is the only context in which both suffixes are possible: as we saw in section
3.1.2.2,[ n]-infinitives could occur here as well . In an example such as (106),
both forms are possible:

(106) Rinne/Rinnen is sdn.
WalkINF-, /Walk.INF-.n is healthy
?P6EOODPOT wbUwi 1 EOUT ad-»

In section 3.1.1, | suggested that being in an argument position suggests that
the infinitive has nominal properties. If that is true, we would not expect the
L. J-infinitive to o ccur here. Sudies have shown, however, that the infinitives
are not completely interchangeable here (see below), so perhaps they are not
exactly in the same position. Perhaps the nominal infinitive is in argument
position, whereas the [, ]-infinitive is ac tually topicalized or left -dislocated. To
find this out, we could look at embedded clauses: if the [ ]-infinitive is
topicalized in sentences such as (106), we would expect it to be ungrammatical
in embedded clauses. However, it turns out that native speakers are quite
unsure about these kinds of examples Linguists De Haan, J. Hoekstra and E.
Hoekstra (who are also native speakers) for example, disagree on the
grammaticality of adding an object. While De Haan (2010) and J. Hoekstra
(1997) suggest that an [ n]-infinitive cannot have a direct object (cf. (107), E.
Hoekstra (20183) suggests that itcan (cf. (108):

(107)  Sigaren*smoken/smoke is net sdn.
Cigars smokdNF- n/smokdNF-, is not healthy
22000D01 WEDHT EQULAB@aOOU W

(208) Ik fyn sigaren smoken/smoke net sa lekker.
| find cigars smokdNF- n/smoke.INE not so nice

P(wi POEWUOOODPOT wEDPT EUUWOOUWUOWODET

Moreover, he provide s the example in (109), in which he states that both
suffix esare questionable, but[, n] is preferred:
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(109) Sy tinkt oan sigaren ?*smoke/?smoken.
She thinks of cigars  smokdNF-,/smokdNF- n
22T 1T w0OT DPOOUWOT WUOOOPOT WEDT EUUG 2

In short, even for native speakers, it is not really clear which suffix to use in
these contexts and it is unclear whether both are really grammatical in
examples such as (108) Therefore, it is hard to find out whether the [ ]-
infinitive is truly in argument position in examples like (106), or whether it is
topicalized. | leave this matter for future research.

There is a difference between the[, ]-infinitive and the [ n]-infinitive in
examples like (106), though: modifiers can more easily be added to the [ ]-
variant (De Haan 201@). This suggests that the structure of the [ ]-infini tive
is different from that of the [ n]-infinitive in these contexts. In these cases, the
infinitive is often clause -like (De Haan 2010d:155):

(110) [Dizze wedstriid mei ien-nul winne] wie slimmer as
This game with onezero win.INF-, was worse than
ferlieze.
lose.INF
2(0wbPEUwWPOUUT wOOwPAOWOWHD D &0k

DwOBH U
Given this clausal status, one could wonder whether there is also a CP
projected. Compare the English variant with complementizer for:

(111) [ce For him to win this game with one -zero] was worse than [cp
(for him) to lose it]

However, an overt C with non-finite features such asom@? i OU2 Aw b Ow %U
always require sthe presence of infinitival marker teg? UO2? AOWE OE wb 1 wi E
in section 3.1.2 thatte leads to the nominal suffix on the infinitive. Therefore,
| assume that there is no CP layer in the structure of the Frisian verbal
infinitive. Alternatively, one could assume that there is an empty C whic h has
different different than overt om, but so far | have not found any evidence for
this.
The proposal that an infinitive can be a TP when it is used as the subject of
a sentence follows what Looyenga (1992:184) proposed for Dutch: the
structure of a verbal infinitive in an argument position is as follows:
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(112) [p[1D][w(NP)V +en]]

That is, the infinitive projects a IP (TP in my terms), but | is empty and the
infinitive remains low in V with its infinitival suffix. This, according to him,
is the structure of the infinitive in sentences like(113):

(113) [» Sigarenroken] is ongezond. Dutch
cigars smokdNF is unhealthy
22000DP0T WEPT EUUWPUWUOT 1 EOUT ad-»

In short, this subsection has shown we find the verbal suffix in what seem to
be nominal contexts (argument positions), but that their exact location is
unclear, and | proposed that the infinitive has the structure of a TP in these
cases.

3.2.2.4 Topicalization

J. Hoekstra (1997) shows tlat in topicalized contexts, we find the [ ]-suffix:

(114) [Appels ite] docht se  komselden.
Apples eatINF-, does she rarely
?P$EUPOT WwExxOl UOwUT 1T wUEUT GawEOI UB»
As dochtp? EOI U2 AWPUWEOQWEURPOPEUaAwWPT PET wUI @
appels itecannot be a DP here. Evidencefrom English also shows that non-
finite TPs can be topicalized:

(115) [t To be lonely] is what she did not want.

Therefore, it is possible to analyze [appels itkin (114) as a TP as well. Even
though this topicalization context is not typically verbal, my analysis of the
L. J-infinitive as a TP can account for this type of context.

3.2.2.5 Purposive adjunct

The [, ]-suffix also appears on the infinitive when the infinitive is a purposive
adjunct (J. Hoekstra 1997):
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(116) 1k gean efkes nei de winkel, [sigaretten helje].
I go justaminute to the store, cigarettes getINF-
? (2 00 wtdpeuddd jGsuehiinutey t get cigarettes.?

According to J.Hoekstra (1997), there is always a comma intonationinvolved
in examples like these. Although the example can be paraphrased as {17),
(116) cannot be an elliptic version of (117), as the infinitive in ( 117) has an[, n]-
suffix because oftegp? U092 K

(117) Ik gean efkes nei de winkel [om sigaretten te
I go justaminute to  the store, for cigarettes to
heljen].
getinf

? ( 7 00 wi tcdaufid jGsiueliinutey t get cigarettes.?

Therefore, we do not expect there to be a CPlayer with an empty om Instead,
the purposive interpretation seems to be a result of thediscourse context and
the infinitive in (11 6) is again a TP.Following J. Hoekstra (1997), | assume that
it is attached to the clause as an adjunct (as the comma intonation suggests it
is external to the sentence). | propose that the structure is then as in(118):27

27 Some projections which are irrelevant for this example (such as VoiceP) are left out of the
structure.
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(118)

nei de winkel

This context is again not clearly verbal but it can be accounted for by the
analysis of the [ ]-infinitive as a TP.

3.2.3 The verbal infinitive in Dutch

Dutch, like Frisian, has multiple types of infinitives. Besides the nominal
infinitive, discussed in 3.1.6, the infinitive also occurs in clearly verbal
contexts, such as in the complement of a modal auxiliary:

(119) Ik kan appels eten.
| can apples eat.inf
?( WEEOwl EVWExxOI UB 2

Unlike in Frisian, this infinitive is not morp hologically distinct from the

nominal infinitive. Instead, both infinitives have the suffix [ ] (written as -en).
| propose that there are two types of [, ] (following for example Borer (2013),
who proposed two types of -ing for English gerunds). While the nominal [ ]-
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suffix is an n° element, as discussed in section 3.1.6, | propose that the verbal

L ]-suffix is a vo element, like the Frisian [, ]-suffix. The syntactic structure of
the verbal infinitive is then as in ( 120), identical to the Frisian verbal infinitive.

(120)

T
Asp VoiceP
T
Voice vP
A _
e ~P
[2] |

There is one context which could serve asindependent evidence for the verbal
nature of [ ].28 This is the caseof root infinitives, as illustrated in (121):

28 Note that | do not want to claim that all [ ]z U uvEelements (as argued in section 3.1.6, it
could also be r°, and possibly something else). Rather, | want to claim the opposite: the [ ]
suffix is the default spellout of v %in Dutch, like | argued in secton 3.2.1 for Frisian.
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(121) ?) bBd@ken lezen? Ik geloof er niks VYEOB?
Janbooks readINF | believe there nothing of
?) EOQwUI EEPOT WEOOOUYy w( wEOGOZz UWET OPI YV

In this sentence, the clause with the infinitive lezen? Ul EE2 AWE Ol Uw OO
tense inflection anywhere. Root infinitives, also common in the production of

a0UOT WPEUOUOEWUT T wET T wol wl AwOEOT UET T wol E
EOEUUEOQwWUUUUEUUUI UOWUUEUUDPOT wi UOOwWEWEE!
1993:390).This shows that [ ] here is not a T-element; rather, it is something

deeper in the structure, which, | propose, shows the verbal nature of the

infinitive. Moreover, as [ ] does not contribute any meaning (just like English

ting according to Borer (2013)) to the verb (except maybenon-finiteness), it

makes sense to assume that it is a default verbal marker: an instantiation of

Vo,

3.2.4 Alternative analyses

In the previous sections, | have discussed my analyses of the verbal infinitive
in Frisian and Dutch. | proposed that they have the same structure and that
the infinitival suffix [ ]is a spellout of vO. In this section, | will briefly discuss
alternative approaches

The [ ]-infinitive has previously been claimed to be verbal (see a.o. J.
Hoekstra 1997, De Haan 2010), but to my knowledge, there is no proposal on
its syntactic structure. An alternative idea one might consideristhat [ ]JisaT
element which expressesnon-finiteness, as opposed tofini teness However,
recall the examples with the modal verbs from section 3.2.2.1

(122) 1k kin appels ite.
| canapples eatINF-
?2( WEEQwI EUwWEx xO1 U8 »

In the structure of this sentence, the T node hosts the finite features of the

modal verb kinne? @EAS w3 T E0CwOl EOUwWUT EUwPUwhPOUOE W
non-finite and host the [, ]-suffix at the same time. The[, ]-suffix can only be a

T element if the infinitive and the modal verb are not in the same TP domain,

as in (123):

(123)  [vp1[modar Kin [ve [cp [Pz ite [modar [ve J]] 1111
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However, | have assumed following the restructuring approaches of
Wurmbrand (1998) and Cinque (1999),that functional verbs like modals are
generated in the extended projection of alexical verb. That meansthat in an
example like this, the auxiliary kin is in Mod alP and the infinitive is in the vP
of the same clause:

(224)  [vp [modarr Kin [ve ite ]]]

With regard to the Dutch infinitive, there are a few ideas on the nature of
the [ ]-suffix (-en). Looyenga (199:184 for example proposes the following
structure for verbal infinitives:

(225) [er[1D][vw (NP)V +en]]

According to him, the suffix is part of the verb. That means that it does not
have any independent syntactic status. Ackema & Neeleman (2004) also
propose that the verb and -enforma unitinV. As | am working in a
Distributed Morphology -based framework, | assume that all structure
building happens in syntax (supplemented by post-syntactic phonological
processes such as Lowering).l do however agree that the verbal infinitival
suffixes do not contribute meaning. Therefore, my analysis is closely related
to theirs; the suffix is indeed in the verbal position. | assume that they are v -
elements: they turn the root into a verb.

One thing that should be noted here is that the analyses by Looyenga and
Ackema & Neeleman focus on the verbal infinitive as compared to the
nominal infinitive when in argument position, so in sentences as in (12 6).

(126) Deze zanger isvervolgd voor dat stiekem succesvolle
This singer is prosecuted for that sneakily successful
liedjes jatten.
songs pinchINF
23T DPUWUDOT 1 Uwi EVWET T OwxUOUI EUVCIT Ewi ¢
songs?

To my knowledge, these accounts do notsay if and how their analyses relate
to verbal infinitive sin other types of contexts, such as the modal verb context.
In this chapter, | tried to discuss the most common contexts of infinitives,
basedon J. Hoekstra(1997) and De Haan (201Gd) on Frisian infinitives.
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3.2.5 The parametric differences

In the previous sections | presented my analysis for the verbal infinitive in
Dutch and Frisian. | proposed that they have the same syntactic structure,
repeated here in(127):

127
(127) -
A
T ModalP
,-*"fﬂ“‘"“‘-\
Modal AspP
T
Asp Voicel
A
Voice vl
f_,,r"""-n.,\ .
Wi T

It turns out that there is no difference at all between Frisian and Dutch in the
verbal infinitive. In both languages, v ° is spelled out by [ ]. The apparent
difference is a matter of spelling (the Dutch verbal infinitival suffix is spelled
as -en the Frisian one as-€), but the parameter setting is the same for both
languages:

(128)  Frisian
ving: [[](-€)

Dutch
vinl: [ ](-en

Recall from section 3.1.7 that wefound a spell-out difference in the nominal
infinitive: in Frisian n 0 is spelled out by [ n], while in Dutch it is spelled out
by [ ]. | proposed that this could be represented by the following spell -out
parameters:
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(129)  Frisian
N[nominalizing] - L n] (-en)

Dutch
N[nominalizing] - L] (-en)

As one can see, in Dutch the verbal and nominal infinitival suffix es are
homophonous. That is, both v°and n° are spelled out by [ ] (spelled as-en). In
Frisian, this is not the case: ¥is spelled out as[_ ] but n°as[_ n].

The difference between Dutch and Frisian that we can observe is the fact
that Frisian phonologically distinguishes the nominal infinitive from the
verbal infinitive while Dutch does not. This is an empirical observation at the
level of E-language, and in the course of this chapter | have argued that this
is a result of the parameter in (129) at the level of I-language.

Recent data have shown that many speakers of Frisian do no longer make a
phonological distinction between the nominal and verbal infinitive. They use
the verbal suffix [ ] on the nominal infinitive, the nominal suffix [ n] on the
verbal infinitive , or they mix both. The question is how this language change
relates to the parameter presentd in (129 and how widespread it is. In the
next section, | will discuss questionnaire data and show that a parametric
change in the Spell-out parameter in (129) has led to language change in
Frisian. | will show that the change is not (yet) stable or the same for all
speakers, nor is it the case that Frisian is becominghe same asDutch.

3.3 Changes in Frisian infinitives

3.3.0 Introduction

So far, | have focused on thetraditional distribution of the suffixes [ n] and
L. 1.2 However, the distribution is shifting for some speakers. In fact, as the
data in this section will show, for some speakers of Frisian the suffixes have
become interchangeable. The aim of this sections to investigate this language
change at two levels. At the descriptive level, | will look at how widespread

221 1T wUl EUDOOwWhS vOwi OOUOOUT wt wi OUWEOwWI RxOEOEUDOOL
in the context of this study.
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the change is and in which contexts we mostly find it. At the explanatory level

I will investigate how this change can be accounted for in terms of parametric
theory and theories on language change | will arg ue that there are two
changestaking place here. For some speakersthe parameter in (129) now has
two settings in Frisian; in addition to [ n], n°can also be spelled out & [ ].

(130) Frisian
N[nominalizing] : L n] (-en)

L] (9

For some peakers, there is (also) another change: the parameter in (128) has
an extra possible setting, as in (131).

(131) Frisian
vinn:  [1(-6), [ n] (-en)

This says that in addition to [ ], v°can also be spelled out aq_ n].

In section 3.4.3, | will argue that this change is influenced by Dutch.
Interestingly, the language may be more similar to Dutch on the surface (a
speaker makes no phonological distinction between verbal and nominal
infinitive), but the new parameter settings (i.e. the Hanguage) are as in (130)
and (131) are not the same as for Dutch (cf. (128) and (129)).

3.3.1 The items

The data that is discussed in this section was collected by means of two digital
written questionnaires. The details on these questionnaires and the
partici pants can be found in Chapter 1. For now, | will focus on the items
concerning infinitives.

The first questionnaire included 12 items on infinitival suffixes. These items
consisted of 6 different syntactic contexts, with one [ n] (ten item and one
L ] (+e item for each.30 Two contexts were excluded from the analysis because
of an error in the items. The four remaining contexts are illustrated below:

30 |n the rest of this section | will use the orthographic notions -e and -enrather than the
phonologic al notions [ ] and [ n], as this is how they were presented to the participants.
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i Determiner context

(132) It lezen fan boeken fyn ik fantastysk.
ThereadINF of books find | fantastic

i teqp? U002 KWEOOUI RU

(133) Hy besiket de bal te fangen.
He tries  the ballto catchINF
?' 1 wOUPI UwUOWEEUET wOT 1 WEEOOGB »

iii. Preposition context

(134) Mei skellen lose jo neat op.
With namecallNF fix  younothing PRT
?26DUT WOEOI EEOODOT OwaOUwi pRWOOUT BOI

iv. Modal verb context

(135) Hykin hiel moai tekenje.
He canvery nicdy drawlINF
?2' 1 WEEOQWEUEPwWYI VUawbODbPEIT Oa

OQu
D

The second questionnaire included 6 other syntactic contexts with a total of
30 items, which are illustrated below. Again, each syntactic context was
presented in two ways: with an -en suffix and with an -e suffix. The total

number of items is specified below per context and an overview of all items
can befound in the Appendix.

i. Perception verbs (4 items: 2 transitive embedded infinitives + 2
intransitive embedded infinitives)

(136) Ik sjoch him ddnsjen.
|  saw him danceNF
2(wUEPwi DPOWEEOEI 8°
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ii. Adjunct (2 items)

(137) It is moai wenjen yn Ljouwert.
It is nice liveINF in Leeuwarden
2( Uz 0wbOb Edeundran®D Y1 wb Ow

iii. Purposive adjunct (4 items: 2 main clauses + 2 with embedded
clauses)

(138) Ik gean nei de winkel, sigaretten heljen.
I go to the store, cigarettes getINF
? ( 7 00 witcbautt g@udigarettasit)

iv. Hawwe? | E ¥iihexp® | D CbBtexiX4 items: 2 hawwe + 2 fine)

(139) Ik ha in béle yn de friezer lizzen.
| have a bread in the freezer lie.INF
2(wl EY! wEWEWI EEWDOwWUT T w

v. Infinitive used as a subject (8 items: 2 main clause with intransitive
infinitive + 2 main clause with transitive infinitive + 2 embedded clause with
intransitive infinitive + 2 embedded clause with transitive infinitive)

(140) Fytsen is sdn.
CycleINF is healthy
?"aEODPOT wbUwi 1 EOUT ad-~

vi. Infinitive used as an object (8 items: 2 main clause with intransitive
infinitive + 2 main clause with transitive infinitive + 2 embedded clause with
intransitive infinitive + 2 embedded clause with transitive infinitive)

(141) Wyfine tekenjen fantastysk.
We find drawINF fantastic
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3.3.2 Results

3.3.2.1 General results

89

I will now discuss the results of the questionnaire and look at what they mean
in terms of language change. Table 5 provides the main results of
guestionnaire 1: the means and standard deviations of all contexts of all
participants as a group. Table 6 provides the main results of questionnaire 2.

For all items, answers ranged from 1 (unacceptable) to 5 (acceptable).

-eninfinitive -einfinitive
Determiner Mean: 4.37 Mean: 3.17
(example (132)) SD: .95 SD: 1.59
Expected:-en
Tep? U@39A Mean: 4.52 Mean: 2.94
Expected:-en SD: .97 SD: 1.61
Preposition (134 Mean: 4.39 Mean: 3.32
Expected:-en SD: 1.08 SD: 1.54
Modal (135 Mean: 3.69 Mean: 4.43
Expected: -e SD: 1.60 SD: 1.01

Table 5: Overview of ratings for all participants questionnaire 1 (n = 537

-eninfinitive -einfinitive
Perception verbs (136 Mean: 4.31 Mean: 3.01
Expected:-en SD:.78 SD:1.43
Adjunct (137) Expected: | Mean: 4.74 Mean: 3.45
-en SD:.97 SD:1.51
Purposive adjunct (138) | Mean: 3.60 Mean: 4.32
Expected: -e SD:1.35 SD:.92
Hawweé& fine (139) Mean: 3.51 Mean: 2.01
Expected:-en SD:1.03 SD:1.23
Infinitive as subject Mean: 4.09 Mean: 3.60
(140 SD:.83 SD:.63
Expected: both-en& -e
Infinitive as object (141) | Mean: 4.06 Mean: 3.69
Expected: both -en& -e | SD:.82 SD:.84

Table 6: Overview of ratings for all participants for questionnaire 2 (n = 350)



90 Chapter 3

Paired sample t-tests show that for all contexts the difference in ratings
between the t enand t einfinitive is significant (p < .001). The {einfinitive has
higher ratings in the context of modals and purposive adjuncts. In all other
contexts, the -eninfinitive has higher ratings . For the ?infinitive as subject?
and 7?infinitive as object?, the difference in ratings between the two suffixes
are the smallest, and this is exactly the context in which both suffixes are
allowed, according to the literature.

At first glance, these results suggest thatthe participants behave exactly as
expected and follow the distribution reported in the literature. However, if
we look closer at this table, it is clear that no option is judged as completely
ungrammatical: most of the means are above 3, which is the middle point of
the 5-point scale. The high standard deviations suggest that there is a lot of
variation between speakers. In the next section | will therefore take a closer
look at individual patterns.

The percentage of participants who accept an -esuffix in a nominal context
(which is unexpected) is actually quite high, as presented in Table 7. The same
holds for the reverse situation of accepting the -ensuffix in averbal context:

Questionnaire 1 Questionnaire 2
-ein -encontexts3! 48% 43%
-enin -econtexts3? 70% 55%

Table 7: Percentage of participants acceping these items(i.e. rating 4 or 5 on a 5 point scale)

It turns out that almost half (48% and 43%) of the participants accept an-e
suffix in cases where we would expect the -ensuffix. Many more accepted the
-en suffix in cases where we would expect the -e suffix (70% and 55%). This
shows that for many speakers, their grammar is not the same asthat of
origin al Frisian; there has been language change.

Of course, the fact that the acceptance rates are high in general might be the
result of second language learners who did not fully acquire Frisian, and who
are an important group for language contact. Looking at the results of L1
speakers of Frisian separately, we do find slightly different numbers (see
Table 8 and Table 9). For example, the perception verbs are rated on average

31 These include the following contexts: determiners, prepositions, te ? 002 AOQw x1 UET x (
verbs, adjuncts andhawwe | excluded the results for the fine context here since they are very

low; even the 21 B x| E Ui E 7ewit) bot nor@itlened grammatical by 77% of the

participants.

32 These include the following contexts: modals and purposive adjuncts.
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4.38 for an-ensuffix (compare 4.37 for all speakers, see Table5) and 3.09 for
an -e suffix (compare 3.17 for all speakers, see Table5). Comparing Table 8
and 9 further to 5 and 6, we see that the pattern of results is still exactly the
same, and the differences between ratings on-e and -en are not generally
larger.

-eninfinitive -einfinitive
Determiner 4.38 3.09
Tep? U0~ A 4.51 2.86
Preposition 4.39 3.18
Modal 3.57 4.39

Table 8: Mean ratings questionnaire 1 of L1 speakers of Frisian only (0 = 447)

-eninfinitive -einfinitive
Perception verbs 4.36 2.91
Adjunct 4.81 3.33
Purposive adjunct 3.53 3.34
Hawwe& fine 3.53 1,94
Infinitive as subject 4.05 3.62
Infinitive as object 4.04 3.63

Table 9: Mean ratings questionnaire 2 of L1 speakers of Frisian only (n = 277)

Since the results of L1 speakers only are comparable to those of all
participants, we can conclude that the change that we see is not onlydue to
L2 speakersthat did not fully acquire the language. In the remainder of the
chapter, | will therefore include all speakers in the analysis.

A second question that one could ask is whether the high ratings are due
to younger speakers of Frisian. Table 10 shows the mean ratings for different
age groups for questionnaire 1 and Table 11 shows them for questionnaire 2.33

33 These three age groups are divided in this way because it was the best compromise for
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16-34 n=137 | 35t49 n=168 | 50+ n=232
years years years
-en -e -en -e -en -e

Determiner | 4.44 3.45 4.45 3.26 4.27 2.94
Tep? UO2| 4.26 3.14 4.56 3.07 4.65 2.72
Preposition | 4.26 3.45 4.28 3.49 4.54 3.12
Modal 3.87 4.28 3.60 4.51 3.64 4.46
Table 10: Mean ratings per age group for questionnaire 1

16-34 n=73 | 3549 n=92 | 50+ n=181
years years years
-en -e -en -e -en -e
Perception | 4.37 3.26 4.35 3.18 4.26 2.80
verbs
Adjunct 4.77 3.70 473 3.64 472 3.23
Purposive 4.09 4.25 3.61 4.41 3.38 4.31
adjunct
Hawwe & | 3.39 2.19 3.38 1.89 3.61 1.99
fine
Infinitive as | 3.97 3.71 3.91 3.60 4.23 3.55
subject
Infinitive as | 4.11 3.64 4.11 3.82 4.01 3.63
object

Table 11: Mean ratings per age group for questionnaire 2

These analyses show that for some categories, the ratings from the older

speakers area little lower than those of the younger speakers. This is clearfor

example, from the perception verbs and the adjuncts, in which the 50+ group

rates the -einfinitive clearly lower than the other two groups. That is, these

speakers still have the original distribution in which the -e infinitive is
ungrammatical in these contexts. However, as language change isoften found

in younger speakers first, it is not unexpected that the younger speaker show

OOUI WEEETI xUEOEIT woOi w&idnomiral dotidxt& and) teh U2 w @b
after modals). Moreover, even for the older speakers the ratings for these

not having very different sized age ranges while still having a comparable number of
participants per group. For 4 participants, the age was missing, so they were not included
in these calculations.
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2UO0I Rx1 EUIl EwUUT U2 wEUTI wOOUWET OOPbwt w3l 1 U
effect, we can conclude that language change is happening in all groups. In

all groups, there are speakers that find both options grammatical, and

therefore do not distinguish between teand ¢en But what do the results of

these individual speakers look like? In the next section, | will show that

speakers show different patterns. While there are speakers who only allow

the original distribution of the suffixes, there are also speakers who accept

both suffixes in all contexts, as well as speakers who show mixedresults.

3.3.2.2 Individual patterns

When looking at the results in the previous sections, the question comes to
mind what these means exactly mean for individual speakers. While the

general results show that there is language change, we need tolook at
individual results to find out what this change looks like, as parameters are
part of I-language, and language change therefore happenswithin the
individual. 3¢ To investigate individual patterns, | randomly selected 5

participants and analyzed their ratings. Their ratings per context are

presented below in Table 120 wpb T h?Wd Wi ?i /1 Wth randiémly$élected

participant): 35

34 For a discussion of language change and Hlanguage vs. Elanguage, see Chapter 2.
35 For some contexts, such as théhawwe/finecontext, there was more than one item. In those
cases, the number in the table represents the men of these items.
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P1 P2 P3 P4 P5
M, 74 | F,63 | F, 48 |F,82 |F 51
1. Determiner -en 5 5 5 4 5
(expected-en) -e 5 1 5 2 4
2.Te -en 4 5 5 5 5
(expected-en) -e 2 1 5 3 5
3. Preposition -en 5 5 5 5 5
(expected-en) -e 5 1 5 4 5
4. Perception -en 5 5 5 3.5 4
(expected-en) -e 2 1 5 15 5
5. Hawwe / fine -en 4.5 4 4.5 2.5 3
(expected-en) -e 2.5 1 4 2 3
6. Adjunct -en 2 5 4.5 5 5
(expected-en) -e 1 1 5 1 5
7 Infinitive as subject -en 4.5 5 4.5 2.5 4.75
(expected both -e 2 3.75 5 2.75 1.5
8. Infinitive as object  -en 2.5 5 4.25 3 5
(expected both -e 3.25 3 4.75 2.75 4.25
9. Modal verb -en 5 5 5 5 5
(expected-€) -e 5 5 5 4 5
10. Purposive adjunct -en 1 1 5 2 2.5
(expected-e) -e 15 4.5 3 3 3

Table 12: Results per context, for 5 randomly selected participants

Let us consider each speaker separately. Participant lis a 74year-old man,
whose native language is Frisian and who speaks Frisian 98% of the time. He
does not follow the original distribution of the suffixes, as both options are
(row 1), preposition (2) and modal verb (9).3¢ On the other hand, in some
contexts, the -ensuffix is rated much higher than -e after te, with perception

verbs and in the hawwef/finecontext (rows 4 and 5). For the infinitive as a
subject, -enwas preferred (row 7), but for the infinitive as an object, the data
is a bit unclear: not very grammatical nor very ungrammatical. Finally, there

36 A possible complication is the fact that the difference between t eand t enis just one letter,
EOQEwWxEUUDEDPXxEOUUwWOPT T Owi EYT wbOUI UxUI U1 EWEOwW? UOI
mistake. However, although this might have happened in some occasions, | do not find this

a plausible explanation for all variation in the data.
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are some contexts in which neither option is judged to be grammatical (< 2),
namely the adjunct contexts (rows 6 and 10) Why neither of these items was
considered grammatical is unclear; perhaps it is because the adjunct examples
were not very common syntactic structures and therefore felt a bit unnatural.
In short, participant 1 shows some change compared to the traditional
distribution, but not in all contexts. What would this mean in terms of
parameter settings? Earlier in this chapter we saw that the variation between
Dutch and Frisian infinitival suffixes could be explained by the following
parametric difference:

(142)  Frisian
N[nominalizing] - L n] (-en)

Dutch
Ninominalizing] - L ] (-en)

To allow for the -esuffix in the nominal infinitives, the parameter must look
EwOPUUOI WEPUWEDI i1 UI OUwi OUwUT PUwednUUOOZ |
be spelled out by either [ n] or [ ]:

(143)  Frisian
Ninominalizing] : L n] (—en)

L1

The results of this speaker do show restrictions: the speaker does not allow
the -e suffix in all contexts. Perhaps this speaker has multiple grammars,
following the idea of Roeper (1999) (see also Chapter 2, section 2.3). In that
way, he would have both (142) and (143) in his grammar for Frisian, and it
depends on the context which setting is used.

Participant 1 also allowed the -ensuffix in a context where we expected the
-e suffix: the modal verb context. Earlier in this chapter we saw that for the
verbal infinitive, there is actually no difference between Dutch and Frisian
speakers. For both, the relevant parameter looks like this:
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(144)  Frisian

vimp:  [](-€)
Dutch
ving: [ ](-en

There is only a spelling difference. However, this person now allows [, n]
(-en) in this position, too. The parameter must then have a different setting
than the origi nal Frisian setting and look as follows for this speaker:

(145)  Frisian
vinn:  [](-©
L n] (-en

This changed parameter is a bit paradoxical. While on the superficial level, in
E-language, the language now seems more similar to Dutch (in both
languages there is for this person, no morphological distinction between
verbal and nhominal infi nitive s, and in both languages the infinitival suffix can
be spelled as-en), we see thatat the level of I-language, this parameter actually
makes Frisian different from Dutch: it has the option of spelling outv °as[ n],
whereas this is not possible in Dutch. In the next section, | will go deeper into
the relation between the change and the Dutch pattern. For now, we can
conclude that this speaker shows changes (compared to the earlier situation
in Frisian), even though he is already 74.

+1 UzU0wOOPwUUUOwWUOw x EU Ui & @& yeBrdd wdmanw 3 T B U w
whose native language is Frisian and who speaks Frisian 90% of the time. She
allows a traditional distribution of the suffixes; in contexts where -enis
expected, this is rated grammatical and -eis rated ungrammatical, and vice
versa for the purposive adjunct contexts where -eis expected. The only
exception is the modal context: here both options are judged grammatical. For
this participant the -ensuffix is capable of spelling out v0. That meansthat she
has the parameter settingin (144), rather than the original one in (143).

Participant 3 is a 48year-old woman, whose native language is Frisian but
who speaks it only 20% of the time. Shejudges all options as grammatical (>
3). For this speaker, the language change has complely taken place: the
suffixes are interchangeable, and there is no morphological distinction
between the verbal and nominal infinitive anymore in Frisian. The parameter
settings of this speaker must then be as follows, similar to Participant 1:
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(146)  Frisian
Ninominalizing] - L n] (-en)

L1

(147)  Frisian
vinn:  [[](-€
L n] (-en

Participant 4 is an 82-year-old woman whose native language is Frisian, but
who speaks this only 10% of the time. For this participant, we find mixed
results. In some cases, we find the distribution of original Frisian : for example,
in the determiner context -enis considered grammatical (rated 4) but -eis not
(rated -€). In other cases, for example the preposition context, both suffixes are
considered grammatical (rated 5 (-en) and 4 (-@). Like participant 1, this
speaker probably has multiple grammars, and their use depends on the
context.

Participant 5, finally, is a 5lyear-old woman who learned Frisian as an
adult and now speaks it 40% of the time. This speakerjudges every option as
grammatical (except, for unknown reasons, an -esuffix when the infinitive is
used as a subject’ For this speaker, the suffixes are interchangeable and the
parameter settings must look as in (143) and (144).This might be due to the
fact that she is a second language learner of Frisian. However, the results of
the previous section showed that second language learners and native
speakers do not show significantly different results.

3.3.2.3 Discussion

The previous section discussed the results from the questionnaires. We can
conclude from the data in this chapter that there is a changetaking place:
many speakers do not follow the original distribution of the suffixes anymore.
We already looked into how this change works in terms of changed
parameters: it is the result of changed settings in two Spell-out parameters. In

371t is not the case thatthe speakers who find all options grammatical simply accept any
item, since in other parts of the questionnaire not everything was rated grammatical.
Therefore, we can assume that these speakers did seriously consider the items.
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Chapter 2, | discussed three hypotheses regarding what aspects of {language
are more prone to change than others. One of these concerned Spelbut
parameters:

(148) 22 x-DOOWEI I OUIT w, OYipathesBE w, 1 UT 1 »
Spell-out parameters are more prone to change than Move
parameters and Merge parameters.

This hypothesis says that Spelkout parameters are likely to change, compared
to Move and Merge parameters. In this chapter, we find that these Spell-out
parameters indeed showed changes; in the nextchapters, | will compare this
to Move and Merge parameters.

Based on work by Biberauer & Roberts (2017), another hypothesis |
proposed in Chapter 2 concerned the size of parameters:

(149) 22 OE OO wWE thipbthebisuE D1 2
Smaller parameters are more prone to change than bigger ones

This hypothesis says that parameters which relate to a small clas of items (for
example one specific item or a subclass of functional items, such as modal
verbs) are more likely to change than a big class of items (for example all
verbs). Recall that the different parameter sizes that Biberauer & Roberts
(2017) distinguish are the following:

(150) a. Macroparameters: parametersrelating to all functional

heads ofthe relevant type

b. Mesoparameters: parametersrelating to all functional heads
of a given naturally definable class (e.qg.
[+V])

c. Microparameters: parametersrelateing to a small subclass of
functional heads (e.g. modal auxiliaries)

d. Nanoparameters: parameters relating to one or more
individual lexical items

The paremeters discussed in this ctapter concerned nominalizing n ° elements
and infinitival v °elements, which are subclasse of functional categories, so
we could classify them as microparameters. The hypothesis in (149) suggests
that these are more prone to change than mesoparameters or
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marcoparameters. In the next chapters, | will consider the sizes of other
parameters and reflect on this in relation to the changes that we find.

3.3.3 Influence from Dutch

So far, we have discussed what changes we found and how they work.
Another question is why this change is happening. | would like to argue that
the main reason for this change is language contact with Dutch. As discussed
before, the Dutch infinitive always ends i n [ ] (written as ten). A learner of
Frisian might not be aware of the syntactic relevance of the different suffixes
in Frisian. For second language learners of Frisian, whose frame of reference
is Dutch, in which there is just one suffixal form (-en [ ]), it might be difficult
to pick up on this pattern. Moreover, the language input for the learner is
complex: the distinction is a difference of only one phoneme and there is also
a context in which there is optionality (both suffixes are correct when the
infinitive is used as a bare subject or object). The learner might not ever
hypothesize a morphological distinction between the two types of infinitives.
The results of the questionnaire suggest that Dutch influence is indeed
related to this change. The participants were asked to indicate how much
Dutch and Frisian they spoke on an average day (in %). Interestingly, these
results correlate with their judgments on the infinitival items, as is illustrated
in Table 13 for questionnaire 1 and in Table 14 for questionnaire 2. | excluded
the context in which the infinitive is used as a bare subject or object, as both
suffixes are expected to be accepted here.
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% of Dutch spoken on | % of Frisian spoken on
average day average day
Expected uses
Determiner: -en r=-.125% r =.120**
Preposition: -en =-.133* r =.129**
te: -en r=-.199** r=.219*
Modal : -e r=-.029 r=.029
Unexpected uses
Determiner: -e r=.143* r=-.182**
Preposition: -e r=.136** r=-.149*
te -e r=.072 r =-.088*
Modal : -en r=.073 r=-.091*

Table 13 Correlations acceptability ratings and language use for questionnaire 1.
Significant correlations with p < 0.05 are starred *, significant correlationswith p <0.01

are double starred **,

% of Dutch spoken on | % of Frisian spoken on
average day average day
Expected uses
Perception verbs: -en r=.016 r=.012
hawweé& fine:-en r=.123 r=-123
Adju nct: -en r =-.057 r =.089
Purposive adjunct: -e r =.065 r=-.016
Unexpected uses
Perception verbs: -e r=.176** r=-.174*
hawwe& fine:-e r=.104 r=-131
Adjunct: -e r =.160** r=-.130*
Purposive adjunct: -en r=.164** r=-.169*

Table 14: Correlations acceptability ratings and language use for questionnaire 2.
Significant correlations with p < 0.05 are starred *, significant correlationswith p < 0.01

are double starred **,

The r-values in these tables reflect the amount of variation (on a scale of 01)
which can be explained by this relation. That is, the r-value of .016 on the first
row shows that the amount of Dutch that a participant speaks could explain

1,6% of the variation we find in the rating s of -ensuffixes on perception verbs.
If we focus on the significant correlations only, we can see a clear pattern.

+000POT WEUwWUT T w?2U00I Rx1 EVOI EwUUI U» wpEEUI E
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section 3.1), there is a positive corrdation with Dutch, but a negative
correlation with Frisian. This means that participants who speak more Dutch
were more likely to accept the use of suffixes that were not originall y viewed
as grammatical. Participants who speak more Frisian on the other hand were
less likely to accept the use of suffixes that were not origin ally viewed as
grammatical. For questionnaire 1, we can also see some significant
correlations for the expected uses. Here, the correlations go exactly in the
opposite direction: there i s a negative correlation with Dutch, and a positive
correlation with Frisian. So, participants who speak less Dutch and more
Frisian are more likely to follow the original distribution of the suffixes.

It is important to note that all correlations reporte d here are very small (r <
0.2 in all cases) and do not explain a large part(less than 20%)of the variation.
They cannot be taken as proof that language contact in Dutch is the main
cause of the change. However, the way they pattern clearly indicates that
there is some relation with the amount of Dutch that is spoken.

There are some other factors which might influence or perhaps even cause
change. To investigate this, the questionnaire included background questions
about the participants, as presented in Chapter 1. Since the place of birth and
place of residence of the participants are extremely varied, and there is no a
priori reason to expect a regional effect,| did not investigate these further .
There was no significant effect of education level on the ratings. The factors
education in Frisian, language of the parents and situations in which Frisian
and Dutch is spoken did have significant effects on some but not all of the
items (without a clear visible pattern). However, all these factors are
connected to each other; for example, the language of the parents is closely
related to the native language of the participant. Furthermore, the situations
in which they speak Frisian and Dutch are closely related to the amount of
Dutch and Frisian the participants speak. As this questionnaire was not
intended to be large-scale sociolinguistic research, | will leave the exact impact
of these other background factors for future research.

34 Conclusion

In this chapter, | discussed the changes that we find in the infinitival suffixes
in Frisian. | have shown that while Dutch infinitives always have an [ ] (-en)
suffix, Frisian shows syntactic variation between an [ ] (- and [ n] (-en
suffix. While the distribution of these suffixes is not completely
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straightforward, syntactic analysis shows that [ n] (-en) is found on nominal

infinitives and that it is a nominalizing n°. The[, ] (-€ suffix, on the other hand,
is found on verbal infinitives and spe lls out a v°. While the Dutch nominal

and verbal infinitive have the same syntactic structures as the Frisian ones,
there is no phonological distinction: both n °and v are spelled out by [, ] (-en).
The variation between Dutch and Frisian involves a Spell-out parameter: the
nominalizing head is spelled out as [ n] (-en) in Frisian, but as [[] (-en) in
Dutch. Data from questionnaires, presented in section 3.3, show that many
speakers of Frisian accept both[ ] (-en) and [ n] (-en) in all contexts. This
signals a language change; for these speakers, the parameter settings
different; n2and v° can now be spelled out in two ways .


https://nl.wikipedia.org/wiki/Bestand:Mid_central_vowel.ogg
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Noun incorporation

4.0 Introduction

This chapter presents a case study on variation in Frisian and Dutch Move
parameters and the changes we find in Frisian. The case ldiscuss is the
phenomenon of noun incorporation. Noun incorporation (NI) can be
informally defined as the process in which a noun combines with a verb to
form a complex verb. In Frisian, we find examples of NI, like in (1). In Dutch,
we find a superficially similar but structurally different pattern, which | will
call pseudo-noun incorporation (P N1I), as in (2)38

(1) Hy is O E OmeSseslype. Frisian
He is at the knife- -sharperiNF
?He is sharpening a knife/knives .?

(2) Hij is aan het muizen vangen. Dutch
He is at the mice catch.INF
?' 1 WDUWEEUET DOT wODPEI 62

In this chapter, | will discuss the similarities and differences between these
two patterns. | will argue that what these incorporation strategies have in
common is that they both license arguments which are smaller than a DP and

38 In both Frisian and Dutch, there is another type of incorporation which involves fixed
noun + verb combinations such as pianospelerip? x B @Al wilk briefly discuss these
types of incorporation in section 4.3, but they will not be the main focus of this chapter.
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which can therefore not receive Case in their base position(cf. Massam 2001,
( OUE ¢ E IAbx2doD & Pairamidis 2017).1 will argue that the variation
between Frisian and Dutch lies in the way they license these arguments: one
strategy is noun incorporation by head movement (which we find in Frisian),
another strategy is phrasal movement to a specyP position (which we find in
Dutch).3® A second point of variation is the size of the arguments which are
licensed: while in Frisian we are dealing with Classifier -sized objects, in Dutch
theseinstancesinvolve NumP -sized objects.

The structures | propose for the incorporation examples in (1) and (2) are
presented below in (3) and (4), respectively. These structures will be discussed
in more detail in sections4.1 and 4.2.

3 vP
‘ /\ -
e . T
VSLYTP Classl?
A
Class nf
e ff"""--..“_‘
4 n P

39 |t must be noted that the reverse is not possible; the noun incorporation strategy is
ungrammatical in Dutch, and the pseudo-noun incorporation strategy is ungrammatical in
Frisian.
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4) vP
f’“““*--.?
v P
Lw"‘x‘ﬁﬁ? MNumP _-\
T
MNum ClassP
+_C 3 nP
t T
L |

K\ MUIS ’/

The variation between the Frisian and Dutch incorporation strategies is
another interesting case study for micro-variation and language change in the
Dutch-Frisian language area. | will argue that the variation we find here is
variation in Move parameters. 40 More specifically, | will claim that the
grammar of Frisian speakers involves the parameter in (5), which states that
a Classifier (or an n°, which will be explained in section 4.1.1.3) incorporates
into a verb, the grammar of Dutch speakers involves the parameter in (6),
which states that NumP-sized arguments can move to the specifier of
infinitives.

(5) Frisian noun incorporation
Vi Fsearch  Class n°
Fim Class n°

(6) Dutch pseudo-noun incorporation
Vinl: Fseach  NumP
Fim NumP (to Spec)

40 In Chapter 2, | proposed that all syntactic variation is parametric and that there are only
three types of parameters: Merge parameters, Move parameters and SpeHout parameters
(following Rizzi 2017) .
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My questionnaire data shows that some speakers of Frisian do not accept the
original Frisian NI examples anymore. Moreover, some speakers of Frisian do
accept Dutch-like PNI structures in Frisian. In the final part of the chapter, |
will discuss these data and show that this latter group of speakers now has
the parameter setting in (6) as well. Noun incorporation therefore gives us
another interesting opportunity to look into syntactic changes in a language
contact situation: it shows that superficial ly similar patterns (Frisian NI vs.
Dutch PNI) can lead to language change, even though the underlying
syntactic structures of these patterns are different (see section 4.5).

This chapter is organized as follows: in section 4.1 discuss the Frisian noun
incorporation strategies and provide an analysis in terms of head movement.
In section 4.2, | discuss the Dutchpseudo-noun incorporation patterns and
provide an analysis in terms of phrasal movement. In section 4.3 | will briefly
discuss verbs like pianospelemp? x BE@EA » A udo $ebnttd inv@\@ a type
of incorporation, which occurs in both Frisian and Dutch. In section 4.4, |
discuss how this crosslinguistic variation can be captured in Move
parameters. Section 4.5 concerns the changes that areaking place for some
speakers of Frisian who accept Dutch-like pseudo-noun incorporation
patterns in Frisian. Finally, section 4.6 concludes the chapter.

4.1 Frisian noun incorporation

4.1.0 Introduction

As shown in the introduction, internal argument s can incorporate into the
verb in Frisian. This was illustrated in (1), repeated here as (7a). While (7b)
shows a regular verb with a DP object, (7a) provides an example of the
incorporated version of this sentence: the bare nounmesp? O OxB#attached
to the verb (with a linking suffix €) and there is no determiner.

(7) a. Hy is OE Ozniesseslypje.
He is atthe knife. -sharpenNF
? ' 1 wb U wU the knitelkrdyes® T w
b. Hy is it mes / (de) messenOE O zsypje.
He is the knife / the knives atthe sharpen.INF
? ' 1 wb UwU ithe knikel/ @B)@IOB Y1 UGBS -



Noun incorporation 107

According to Dyk (1997), there are two main characteristics of Frisian noun
incorporation. First, it always involves a complex verb of the type [N V]v:
messeslypjés one word which consists of a noun (mes ? O OB &nt a verb
(slypje ? UT E Uxanddthe unit behaves as a verb#42 Second, there is a
parallel construction in which the N is part of a DP which is the internal
argument of the verb (for example, (7b) is the parallel construction to (7a)).

The Frisian noun incorporation pattern is productive. New noun + verb
combinations can be made. Moreover, they can occur in several contexts. NI
patterns are most common in infinitives (see (7a)), but can also occur in finite
verbs (cf. (8)) and participles (cf. (9)) (examples from Hoekstra 2Q.8c).

(8) Heit ierappeldolt de hiele dei.
Father potataedigs  the wholeday
? %E Unad bewE DT 1 DOT wx OUEUOT UwlT 1T wbi 001 w

(9) Ik ha noch net messeslipe.
| have yet not knife- -sharpened
?(wl EYI shdd@nediany QD YT Ux EwOODI 1 62

A finite example in (8) is less frequent and less acceptable for Frisian
speakers thannon-finite examples (Dyk 1997). This might be due to the fact
that verbs in incorporation patterns are always durative (Dyk 1997) and that
finite verbs are generally not used to express durative activities in Frisian.
as in (7a)# In section 4.1.1, | will argue that the durativity in Frisian NI
patterns is related to the size of the object (a Classifier rather than a ful DP).

#3717 wOOUPOOW?PPOUE? wbDOOWET wi UU0UT 1T UWEBDUEUUUI Ewb O
for the idea that incorporation structures like messeslypjare really one word will be

discussed in section 4.1.2.

42 |n between the noun and verb we find a schwa (see example (7a)), which links the noun

and the verb. In the next section, | will discuss this linking element further.

43 This is actually similar to English, in which the progressive has to be used for ongoing

activities, rather than the present simple.
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There is one context in which incorporation patterns cannot occur, namely
in te-infinitives :44

(20) *Hy skynt te messeslypjen.
He seemdo knife. -sharperiNF
27T wUl 1T OUwWwUOWET wUT EUx] OPOT wOdDBYIT Uwx

One characteristic of the Frisian NI pattern is that the object is never
referential. Although the non-incorporated (7b) is closely related to the
incorporated (7a), the interpretation of (7a) is slightly different. This is due to
the fact that whereas the object in (7b),it med(de messerp? UT T wOODYI ¥ |
00DPYI U2 AOwbUwUIT 1 UInsdepr 00D UT » A0&ERUEODD O
undetermined whether only one knife will be sharpened, or more than one.
The incorporated verb is interpreted as referring to a generic process of knife -
sharpening, rather than the sharpening of one or more specific knives. In (7b),
on the other hand, it mesrefers to a single knife and (de) messeto specific
multiple knives. This point is confirmed by the fact that (7b) can be referred
back to by a pronoun (cf. (11b)), but (7a) cannotbe (cf. (113).

(11) a. Hy is O E OmeSseslypje ?Sy binne/ 2t is bot.
He is atthe knife- -sharperdNF. They are /it is blunt
b. Hy is  messenO E Ostypjau Sy binne bot.
He is knives at the sharpeniNF They are blunt.
?2' 1T wbUwUT EUxT OBr&F QuOO@®®d4 U6 w3 i 1 aw

In this chapter, | will argue that this lack of referentiality is due to the fact that
the object is not a DP, but rather a ClassifierPhrase, which is the functional
layer where diminutives are merged (following Wiltschko 2006, De Belder
2008, 2011)

Frisian NI is similar to NI in certain non-European languages discussed in

4 There is one exception to this, which is the absentive construction, as in (). This
construction and its differences from other te-infinitives will be the topic of Chapter 5.

() Jan is te briefskriuwen.
Jan is to letter-write.inf
JOwWPUwWOI I wpUDPUDOT woOl UOT VUG 2
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the literature, such as Mohawk (Baker 1988). In Mohawk, we find examples

where the object is part of the verb, as in (12a), wherenuhsp? T OUUIT » Awb U w
of the verb (Baker 198897). This is different from (12b), where the object is a

separate word (Baker 1988:9).

(12) a. watesyvts hra-nuhs-nuhwerrs Mohawk
doctor 3MS.housdike.perf
2371 WEOGEUOUWODOI UwUT T wi 6GUUI 82
b. watesyvts hra-nuhwerrs ne ka-nuhs-an
doctor 3MS.like.perf pre.house.suf
2371 WEOGEUOUWODOI UwUT T wi 6GUUI 82

Baker analyzes examples such as (12a) as head movemewf an N into a V.
| will follow Baker in assuming that NI involves head movement, but | will
propose that in Frisian it is head movement of a Classifier. This is based on
the linking suffix which we fi nd in Frisian NI patterns. In addition to the form
messeslypjéas in (7a)), in which we find a schwa linking suffix, Frisian also
allows for incorporation patterns with no linking suffix (13a) or with a
diminutive morpheme as a linking suffix (13b): 45

(13) a. Hy is OE O zntksslypje.
Heis atthe knife-sharpenNF
?' 1 wb U wU ithe knikelkrvBsG 1 w

b. Hy is OE O zméskeslypje.
Heis atthe knifeDIM -sharpenNF
?' 1 wb U wU ithe knikelkrvBsG 1 w

The presence of this diminutive suffix, which | analyze as a Classifier
(following Wiltschko 200 6, De Belder 2008,201) leads me to propose that
Frisian does not involve incorporation of a noun into a verb, but rather of a
Classifier (Class)into a verb. The structure which | propose for Frisian noun
incorporation patterns is illustrated in (14):

45 In section 4.11.1, | will discuss these linking suffixes in more detail .
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(14) vP
v P
e . m
VSLYP ClassP
T
Class nfP
-= T
4 n P

Here, a classifier object incorporates into v (taking along the root E 2 + B¢/

which results in a verb containing the internal argument, in this case
messeslypjep? O@B EIUx 1T 02 A ww3 T 1 wOEDPOWEUT UOG1 60U w
presented in the next two sections and they are twofold. In section 4.1.1, | will

argue that a Classifier-sized object can explain both the form of the linking

suffix and the semantics of Frisian - ( zlrilkection 4.1.2, | will then argue that

a head movement-analysis can explain the syntactic behavior of Frisian NIz U &

4.1.1 Incorporation of a classifier

In this section | will discuss the size of the object that incorporates into the
verb in Frisian. | will argue that the object is a Classifier, based on the linking
suffix (which , | will argue in this section, is a Classifier element) and the fact
that it is undetermined for number (and therefore ¢ annot include a NumberP).

Recall from the previous section that the object in NI patterns is not
referential, as repeated here in example (15):

(15) Hy is OE Omebseslypje ?Sy binne/ 2t is bot.
He is attheknifesharpenNF. They are /it is blunt
' 1 wbUwUT EUx] OBDOT WEWOODI T wrywOODYI UG

46 Alternatively, one could assume that v attracts the root and Class in parallel (see Chomsky
2008). If these movements happen simulaneously, the attraction of Class by v might be more
clearly visible than in (14).
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Referentiality is usually assumed to be added in the DP layer, since D is the
position for determiners. Non-referential objects are therefore expected to be
smaller than a DP. Alexiadou (2017)further claims that objects smaller than a
DP are not quantized (i.e., they are not constrained to specific elements or
individuals, see Borer 2005 for more on the nation quantizatior), and therefore
not referential. We can thus conclude that the nominal part in Frisian NI is
smaller than a DP.

Recall from Chapter 3 that | assume the following structure for nominal
elements (following Alexiadou 2013:134):

(16)

Class nf
n P

We have seen that the object in Frisian NI patterns is smaller than a DP. Inow
propose that it is a Classifier. This is based on two two pieces of empirical
evidence: the linking suffix and the fact that it is undetermined for number.

4.1.1.1 The linking suffix

In Frisian, there are three different forms for noun incorporation patterns : no
linking suffix, a schwalinking suffix, and a diminutive linking suffix . This is
illustrated below:

a7 a. messlypje
knife-/77/-sharp.inf

b. messeslypje
knife-[, /-sharp.inf

c. meskeslypje
knifeDIM -sharp.inf
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These three variants are interchangeable (Dyk 1997). Thaddition of a linking
suffix is optional and does not result in extra meaning. Even in the case of the
diminutive linki ng suffix, there is no additional meaning: meskeslypjdoes not
refer to the sharpening of little knives (Dyk 1997).

Even though thesevariants are in principle interchangeable, there are some
restrictions on the addition of the schwa A schwa linking suffix is
ungrammatical for nouns with plurals in  -srather than -en(18a)and for mass
nouns (18b):

(18) a. appel(*e)ite p? E xIxE 2 A
finster(*e)fervie @? PDOEBPOU? A
b. wyn(*e)drinke  ? b BEQID &0 ? X

Although this might suggest that the -esuffix is a plural suffix, | argue that it
is not. First of all, the plural suffix is -enrather than -ein Frisian. According to
several native speakers, this is a hearable difference. Secondly, the addition of
this suffix does not mak e the noun plural; both messlypjeand messslypjecould
describe the sharpening of one single knife.
As the first part of a noun incorporation pattern can put restrictions on the
linking suffix, | will assume that it is a functional element attached to th s first
(nominal) root Z E , i @7). Snce we have seen that there is nomeaning
difference between the variants in (17), | propose that the linking suffix is the
same functional elements in all variants. To be precise, | argue that the linking
suffix is aClassifier element, based onWiltschko (2006) and De Belder (2008,
2011) who show that for Dutch and German, diminutives behave as
Classifiers (or Sizel 1 EEUwDOw# 1 w! | OE SitditartaundmetdO D OO 0 O
Classifiers P81 dw I O 01 OUUw b1 PET wEI UEUPEI] w EOuw
diminutives determine the gender of a noun (making it neuter in both
languages), and make a noun countable as illustrated below:

(19) de sleutel het sleuteltje Dutch
the.COMM key the.NEUT key.DIM

47 The fact that mass nouns can incorporae suggest that elements other than Classifiers can
incorprate. | will discuss the incorporation of mass nouns in detail in section 4.1.1.3.
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(20) het bier het biertje
the beefmass) the beer.DIM(one portion)

Moreover, they are in complementary distribution with numeral classifiers
UUET WwEUwW?1T OEU @) shés:w? x D1 ET 2 OWEUw

(21) *2 glass Schnapserl German
2-glass-SchnapsDIM

*1 glas biertje Dutch
1 glass beer.DIM

As these show, it is not possible to have both a numeral classifier and a
diminutive. Wiltschko (2006) therefore argues that the diminutive is a
classifier, which | will assume to occupyClasg.

As diminutives are bound suffixes in Dutch and German, they need to
attach to something. They can attach either to a light noun inserted into this
Classifier position or to the main noun moved into it. Wiltschko (2006) argues
that diminutive suffixes can have different functions across languages. In
Frisian, they behave the same as inDutch and German. They determine the
gender of the noun (by turning common gender to neuter, cf. (22)), make a
noun countable (23), and are in complementary distribution with numeral
Classifiers (24).

(22) de kaai it kaaike
the. COMM key  theNEUT key.DIM

(23) it bier it bierke
the beefmass) the beer.DIM(one portion)

(24) *1 glas bierke
1 glass beer.DIM

These examples show that like Dutch and German diminutives, Frisian
diminutives can also be analyzed asClassifiers. The structure that | propose
for [meske] is therefore as follows:
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(25)

A 0 P

t s

ZE, $2 ¢ wUUEUDOU Utis hénltadgdvized as @ AoinCb§ merging with
no. Subsequently, p mes] merges with Class. As -keis a bound morpheme, [n
mes] has to headmove to this position, becoming [class meske].

We have now seen that [meske] in meskeslypjeninimally includes a ClassP.
As there are no meaning differences between it and either messeslypj®r
messlypje | assume that [messe] (with a schwa linking suffix) and [mes]
(without a linking suffix) are also ClassP -sized. Alternatively, one could
assume that the latter two are nPs, and that the object of a Frisian noun
incorporation pattern does not have to be a classifier, but that it is maximally
the size of aClassifier. | will discuss this further in section 4.1.1.3.

4.1.1.2 The lack of a NumP

The second argument why the object in Frisian NI patterns is a ClassP is the
fact that it is undetermined for num ber. Even though [mes] does not have
plural marking in both sentences, the context suggests that the example in
(264a) refers to one knife and (26b) to multiple knives.

(26) a. Syn messensamlingis grut. Hy is lang OE Oz Uw
His knife-collection is big. He is long atthe
messlypje.
knife-sharperiNF
?' DUwWOODI | wE @erad bEdudbadp@ning khifek iorl 6 w
EwOOOT wUDOI 62
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b. Dat mes is tige bot. Hy is lang OEOz Uw
That knife is very blunt. He is long at the
messlypje.
knife-sharpeniNF
23T EQwOODI 1 wibhhsbeénsharpefing kndds foua
0001 wiUbPOI 6~

To sum up, the form of the linking suffix and the fact that it is undetermined

for number suggest that the object in Frisian NI s a ClassP, rather than a DP.

4.1.1.3 Incorporation of mass nouns

Above, | have argued that the object which incorporates into a verb in Frisian
is Clasdfier-sized. This falsely predicts that mass nouns cannot be
incorporated. That is, the analysis suggests that all incorporated nouns have
the size of aClassifier projection, while mass nouns are usually assumed to
be smaller than that (see for example Borer 2013). Mass nouns are able to
incorporate in Frisian, as illustrated in (27):

(27) Heit is O E Owyhbnken.
Father is at the wine-drink.INF
P%EUT T UwPUWEUDPOODPOT wbbOI 8~

Here, the mass nounwineis incorporated into the verb drinken To account for
this, the analysis needs to be slightly adjusted. Instead of proposing that it is
always a classifier which incorporates, | propose that the element which
incorporates is at most the size of aClassifier. That is, if there is no classifier
present in the structure, a smaller element can incorporate, too. This is
illustrated below in (28):
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(28) P

T

v T

T— ,-"'"’F)“"""-.
DRINE nP

A . AM'P
: |
WY

This means that the element \ in Frisian can attract a Classifier or an rp.
Following this line of reasoning, it is possible that the form messlypjein which
there is no visible linking suffix present, also involves incorporation of an n ©,
rather than a Classifier.

4.1.2 Head movement

In the previous section, | proposed that the object in Frisian noun
incorporation patterns is (at most) a Classfier. | analyze Frisian NI as head
movement of this classifier (or nP) into a verb, as illustrated in (3) (repeated
here as (®)).

(29) vP
‘ r/\ ‘.I'P
e . T
YSLYTP ClassP
T
Class nf
-2 T
4 n P

|
L “MES

Following Harley (2009) | assume that roots can take internal complements;
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that is, a root merges with its internal argument before the root is classified as
a verb. In this case, the internal argument is a ClassP. | propose that in Frisian,
classifiers can incorporate into v . Since heads cannot skip intervening heads
oUIT I w3 UE YWueméhuConstEalatwTravis 1984),the Classifier moves
YDEwWUT T wUOOUWE?2+8/ WEOE wUE Ol*UhaBible End OOT wp i
[meskeslyp] then turns into a verb.

The arguments for a head movement analysis are both empirical and
U7l OUI UPEEOS w%PUUUOWOl Uz UwlOUUOwWOOwWUIT 1T wli
(1988), Massam (2001) and Harley (2009) among others, | assume that
arguments which are not DP-sized do not receive accusative case in the
regular way. Noun incorporation is therefore often viewed as a way to obey
Case requirements (see for example Harley 2009). Following Baker (1988), |
xUOxOUIl wOT E0wPOwPbUwOOUwW" EVUT wxl UwUl OwWwEU UL
Ol w, OUxT OOOT PEEOQwW( ElI OUPI PEEUDPOO? wbi PET wE

(30) The Condition of Morphological Identification (Baker 198 8:156)

If B is the NP position at the head of a chain, B bears a theta
index at LF only if it bears a morphological index.

This condition states that an object B can only receive a theta role if it bears a
200UxT OOOT PEEOwWPOEI R26w wOOUxT OOO1T PEEOW:
theta-assigning predicate. For example, a morphological index can be a Case
feature. If an argument B beas accusative case, this Case feature signals a
relation with the nearest accusative-assigning predicate X. In this way, the
theta-assignment of X to B is visible at the LF interface, and therefore
interpretable.

According to Baker (1988:14-159) there aUl wi OUUwPEAUwWUOWET w"

presented in (31):

(31) l. Case
Il. Rich agreement on the verb
Il Adjacency
V. Incorporation

The first way to be visible is to be Case marked. This does not only hold for
accusative Case, but also forinherent cases like genitive, as in (32):

48 See, however, footnote46 for an alternative to this pied -piping of the root.
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32) 371 weEPUazUwWEI UUDUUEUDO

In this example, the city is assigned genitive case by the nominalization
destruction(Baker 1998: 152)This genitive case makesthe cityvisible at LF and
signals that a thetarole must beassigned by the nearest genitive-assigning nP.

The second way to be visible at LF is to have rich agreement on the verb, as
illustrated by the Tuscarora (an Iroquian language spoken in the United
States)example in (33) (Baker 198:154, from: Williams 1 976):

(33)  wiirvin wa-hra-kv-f tsicr. Tuscarora
William  aor.3MS/NO-seePUNCT  dog
26 DPOOPEOWUEPWEWEOT 62

In Iroquian languages the word order is free. As there is no morphological
marking (Case) on the DPs, the only way to know which DP is the subject and
which is the object here is via the morphological marking on the verb. The
prefix hra, which is found on the verb wahrakv-d? UEP2 AwbDOwUT PUwI
only occurs when there is a 39 person masculine subject (in this instance:
wicrvin ? 6 B O O b E O 2 perdo®iomtimain object (in this instance: tsi:r
PEOT 2 AGww3T 1 UIT OUI OwlUTl BUwWOOUxT OOOT PEEOQwW
relations visible: it shows which DP is the subject (the 3 person masculine
one) and which DP is the object (the 3¢ person non-human one).
A third way to be visible is adjacency. Baker (1988)statesthat in languages
like English, adjacency is the main way to signal semantic relationships
between two items. Consider in this respect (34):

(34) a. William saw the dog.
b. The dog saw William.

Word order determines the meaning of these sentencesthe item to the right
of the verb is interpreted as the patient, i.e.the dogn (32a) and William in (32b).
I EOI Uz U ubpruNUWAWE WOEUUwPEA wUOWET w? YDUDE
NI Baker (1988) refers to head movement of a noun into a verb. For instance,
he analyzes (12a), repeated here as3f), as movement of the noun nuhs
@?1 OUUI 2 A unihves @ IOIDOY I» BoERkEuID8S:A0):
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(35)  watesyvts hra-nuhs-nuhwerys Mohawk
doctor 3MS.housdike.perf
2371 wWEOEUOUWODO!I UwOT T wi OUUI

Qu
0

(36) S
/\

NP VP

Doctor Py

A% NP
/\ ti
N V
houses like

According to Baker (1988), the relation between the verb and the DP to which
it assigns the thetarole isclear here, as part of the DP appears inside the verb
itself.

There are, thus, four ways to satisfy the Condition of Morphological
Identification , according to Baker. Since regular Case assignment is not
possible for objects smaller than a DP(following Massam 2001 among others),
the condition must be satisfied in a different way for these objects. In Frisian
we see no signs of strategy Il ¢ich agreement on the verb). Therefore, this
theory suggests that the Frisian NI examples have to involve either head
movement or adjacency. In section 4.2, | will argue that Dutch opts for an
adjacency strategy. Empirical evidence shows that Frisian NI patterns mu st
involve head movement, as will be presented below.

As mentioned earlier, nouns can incorporate into finite verbs in Frisian, as
in (37):

(37) Heit ierappeldolt de hiele dei.
Father potatedigs  the wholeday
? %E Uhiad bBendigging potatoesthe PT OOl WEE & 6 2

Second language (Tiersma 198} this verb is located in C; it moved there from
v via T. Since the nominal part ierappelp? x O U E (béen gied pifed to the
C position, it must be a part of the head in v. Therefore, | conclude that the
derivation is as in (38); the Classifier moves into v (the NI process) and this v
moves further up to T and then to C.
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(38)

T
T vl

-t
; A\.-P

T— ___H__.,-"A“-.._“\
-DOL ClassP
4 Cl'a{\nP

I nﬂ P

|
T_ TERAPPEL

This derivation implies that noun incorporation in Frisian must involve head
movement.

There are also several arguments which show that noun incorporation
patterns in Frisian form one word. Within the Distributed Morphology
framework, t he notion wordis not equivalent to a terminal node in a syntactic
tree *EOQOEwWUT 1 Ul | OUl w? POUET OOE?> ubUwOOUWEDUI E
However, it does signal a close relationship between the parts of the word. A
morphological indication that the noun and verb in Frisian NI z fbrm one
word is the fact that the whole unit can be the input for new word forming
processes. For example, the prefixge can easily be attached to make a
nominalization out of the incorpo rating verb, such as gebrieveskriuw
(prefletter-p UDUT Ow? Ol U Webatsjafad@eilpgd-UE AOOWRUED OD OI1
EWEOEU? Awm# a OwhiNNA A5

Dyk (1997) also provides phonological evidence for the fact that the noun
and verb combinations behave as one word. He shows that several
phonological processes which normally apply to words an d not to larger units

49 |In Distributed Morphology, there i s no syntactic difference between words and phrases;
both are derived syntactically (Halle & Marantz 1993). Therefore, a word is a phonological
rather than a syntactic notion.
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can alsobe applied to incorporated verbs. This fact also supports the claim

OEETl wbOwUl EUPOOWKE NG vwUT EUwUT 1 wbOEOUX OU
One example is the process of vowel shortening. Frisian, long vowels may

undergo shortening when a suffix or a member of a compound is added to

the stem. This process does notrossword boundaries ; the fact that it can be

found in noun incorporation (see ( 39)) therefore suggests that- ( ar&indeed

one word. 30

(39) aaiZ E o dgge ubguimes [aj] in aisykjep? 1-W 11 1) O 2

Other phonological cues that noun incorporations behave as single word sare
OTT wxUl Ul OET w Of w U151 and? gatidulé Osbedd patterns) OET U U
However, since these are not directly relevant for my analysis and only serve
as further evidence for the fact that the nominal and verbal part in Frisian NI
patterns form one word, | will not explain them here andinstead refer the
interested reader to Dyk (1997), ®ction 2.3.
To summarize, in this section and the previous one | presented my analysis
of Frisian noun incorporation patterns. | argued that this is a way for
EUT UO1I OUUWUOEOOT UwUT EOQwWEwW#/ wUOWET w?VYDUD!
of Morphological Id entification (Baker 1988) | have argued that the nominal
part in Frisian NI patterns must be (at most) aClassifier, based on the fact that
it is undetermined for number and the fact that the linking suffix can be a
diminutive. Furthermore, | have argued that this classifier incorporates (i.e.
head moves) into the verb, as evidenced by the fact that this complex head
moves further in the structure (to T and C) and the fact that this complex head
behaves asone word phonologically .

4.1.3 A Move parameter

In the two preceding sections | presented my analysis of Frisian noun
incorporation. | have shown that noun incorporation is a strategy to make an

50 In this chapter, | use both the notion compoundand noun incorporation.As noun
incorporation patterns are are, as argued in this section, also one word (contrary to pseudo
incorporations, dicussed in section 4.2), | consider them to be a subtype of compounding.

51 Breaking is the phonological process in which diphthongs such as/i., y., u., ®, @ /in

simplex words may alternate with the glide + vowel sequences [j®jg, wo, j0, wa] in complex
words such asplurals, diminutives, and compounds (Dyk 1997).
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EUT UO1I O0wpkbT PET wPDUwWUOEOOTI UwUOIT E Guodeuth/ w? Y DL
obey the Condition of Morphol ogical Identification (Baker 1988). While there

are more languages in the world which allow for noun incorporation via head

movement (for example Mohawk (Baker 1988) and Greek (( OUE ¢ Edt&.OEDE
2017)),not all do: this is a point of crosslinguistic vari ation. Since all syntactic

variation can be expressed in parameters (see Chapter 2), thepossibility for

noun incorporation must, therefore , be encoded in a parameter too. Recall that

the structure | O U w % U b WHizk I(ropogedsasuollows (see also gample

(14)).

(40) P
‘ /\ -
e . A
“SLYTP ClassP
A
Class nP
= A
4 n P

As discussed in section 4.1.1,i | wPOEOUx QUEUDOOwWOI wUT 1T wud(
involves a few steps. First, the root is categorized by an nP. This is possible in
all languages which have nouns. Next, the noun mesis turned into a
diminutive: the ClassP projection is merged on top of the nP and mesmoves
to Class, where it attaches to the bound morpheme -ke becoming meske
Although not all languages will offer this possibility to make diminutives, this
process is not speifi c to NI : the derivation of any diminutive in Frisian would
involve these steps. The next steps, however, are relevant for noun
incorporation : the Classifier moves up to the verb, while the root ESLYP,
which is also attracted by v° for categorization, is pied-piped.

The ClassPmeskas the internal argument of the root. The possibility of NI
in Frisian must be encoded on the verb, as this verb triggers the movement of
the Classifier. The relevant parameter setting in the Frisian grammar is
therefore related to v: v must be able to attract a classifier to head-move to it.
In section 4.1.1.3, | showed that mass nouns can also incorporate in Frisian,



Noun incorporation 123

and | analyzed this as incorporation of an n°. Incorporation in Frisian is th us
the possibility of v  maximally incorporating an element with Classifier size;
a smaller, no-sized element can also incorporate.| propose that this can be
represented by means of the following Move parameter:

(41) Frisian noun incorporation
V. Fsearch Class no
Fm  Class n°

In (41), we see the functional element v which has a search feature for a
Classifier or an no; that is, it looks down in the structure for a Classifier or an
n° to connectwith. There is also an Internal Merge (IM) feature: the classifier
or no overtly moves to v. The (verbal) root, which needs to be categorized by
v, is pied-piped as in (40); mesketbw E2 + 8/ wOOYIi Uw Ux w Udw Y w
meskeslypje

| have now shown how the Frisian pattern of noun incorporation can be
encoded in the grammar by a Move parameter. In section 44, | will discuss
how this p arameter relates to the pseudo-noun incorporation parameter in
Dutch (i.e. | will discuss where the language variation is exactly) and in
section 45, | will discuss how this parameter seems to be changing for some
speakers of Frisian.

4.1.4 Challenges for this analysis

In this section | will discuss two characteristics of Frisian noun incorporation
which this analysis at this point cannot explain. One of this is the fact that NI
patterns cannot occur in te-infinitives (E. Hoekstra 2018c)2 While (42) with a
bare infinitive is grammatical, ( 43) with a te-infinitive is out:

52 One exception to this is the te-infinitive which occurs in the absentive:

0] Jan is te fiskjen.
Jan is to fish.inf
?2) EOwbUWOI 1 wi pUT POT

Ou

?

In Chapter 5, | will discuss the absentive in detail and in section 5.2.2.4 | will return to the
issue of noun incorporation in the absentive .
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(42) Hy wol hierknippen.
He wantshair-cut.INF
2' 1 whEOUOUwWOOWEUDwWI EPUS 2

(43) *Hy skynt te hierknippen.
He seemdo hair-cut.INF
2' T wUI 1 OUwUOWEUUwWT EPUS »

The incorporation in (44) must somehow be blocked by the presence ofte. We
know that teand the infinitive are inseparable in other contexts too: tecannot
precede particles like it p? OU U2 Ko

(44) Jan beslit <*te> (it <te> gean.
Jan decidesto out to goINF
?2)EOWET EPET UwlOOwi OGwdUUE 2

Temust therefore be so close to the verb that nothing can intervene, not even
particles or incorporated objects. The only way in which this would happen
is if teitself is incorporated into t he verb and the [te+v] unit does not allow
further incorporation. Thus, in order to account for the lack of Nls in te-
infinitives, w e would need to assumethat v can either incorporate te or an
internal argument, but not both.

A final issue which the analysis still needs to explain is the fact that there
can be no incorporation with unaccusative verbs. Sentences such as45) are
ungrammatical:

(45) *Mankomt.
Man-comes
?2 wOEOWEOOI UB -

This is unexpected, since we assume that incorporation happens with the

internal argument of the root, and subjects of unaccusative verbs are assumed
to be internal arguments as well. Moreover, Baker (1988) shows that
incorporation of unaccusative subjects is possible in some languages, such as
Onondaga (an Iroquoian language spoken in the United States and Canada)
(Baker 1988:112})
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(46) war0.nohs.ateka) Onondaga
aor.3N.house.burn
2371 wi OUUT WEUVLUODI EB~»

There is, thus, no structural reason why incorporation of unaccusative
subjectsshould be ruled out. Therefore, there must be some restriction specific
to Frisian. | propose that there is a restriction on the class of verbs which can
occur in Frisian incor poration patterns: they must be transitive. Following
Biberauer & Roberts (2017) | believe that parameters can have different sizes;
they can apply to a full class of functional items, to a small subclass or even to
a single item. | propose that in this case, instead of applying to all verbs, the
parameter relevant for Frisian noun incorporation applies to transitive verbs
only. The parameter must then be adjusted as follows:

(47) Vitrans]: Fsearch Class, no
Fm  Class,no

Here, we see the sameparameter as in (41), except that now it applies to
transitive verbs only.

This section has discussedtwo challenges for the analysis presented above
and showed that each can be solved by adopting some additional
assumptions. In the next section, | will present three alternative analyses for
noun incorporation.

4.1.5 Alternative analyses

In this section, | will discuss three alternative analyses for Frisian noun
incorporation. These analysesalso account for the data, but have a different
theoretical point of view. | will briefly present the main ideas of the analyses
to give the reader an idea of the alternatives to the analysis presented above.
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4.1.5.1 Dyk (1997)

The most extensive work on Frisian noun incorporation was done by Dyk
(1997). He proposes a lexical analysisrather than a syntactic one. In this
section, | will briefly discuss his main claims.

According to Dyk (1997), the key point of noun incorporation is
detransivization of the verb. In NI patterns, he argues, there is no direct object.
Although the incorporated noun fulfills the role of theme, the argument
position in which it would be if it was a regular DP, is not present. That
incorp oration verbs indeed behave as intransitive verbs is shown by the fact
that the addition of a direct object is impossible, as in (48)53

(48)  *Janautohimmelet syn Volkswagen.
Jan car-cleans his Volkswagen
?) EOWEOI EOUwWI BPUwW5O0O00OUPETT 08~

For Dyk, providing an account for noun incorporation means providing an
analysis for how the verb becomes intransitive. The analysis that Dyk
provides has the form of a lexical rule, which makes sure that the object is not
projected in syntax. For this, he assumes that there are two levels of
representation in the lexicon. Following Rappaport & Levin (1998) he
distinguishes the Lexical Conceptual Structure (which specifies the semantic
properties of the predicate) and the Predicate Argument Structure (which
specifies the number of arguments a predicate has and whether they are
internal or external). For NI patterns and ditransitive verbs, he argues that the
internal argument is present at the level of Lexical Conceptual Structure, but
not that of the Predicate Argument Structure. His lexical rule is presented in
(49) (Dyk 1997:129)

53 There are a few exceptions to this. An extra object is possible in sentencetike (11):

(1)) De kapper hierknipt ~ Jan.
The hairdresser hair-cuts  Jan
237 1 wi BBWUEAN] 00w) EOz Uwi EPU W

It turns out that these exceptions are limited to one category: it is only possible when there
is inalienable possession of the incorporated noun (for example with bodyparts). | will set
these cases asiddor reasons of space
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(49) In Predicate Argument Structure, an empty argument position is

licensed, iff:
(i) The corresponding argument is affected [i.e. is a
patient], and
(ii) The event is controlled by a volition al actor

In the mapping of Lexical Conceptual Structure to Predicate
Argument Structure, the corresponding argument can either

(@) Not project at all, or

(b)  Project as lefthand member of a verbal compound

This rule works as follows. Consider a verb like eat At the Lexical Conceptual
Structure, there is always an argument present: there is alwayssomethinghat
is eaten. However, since eatis a verb which assigns the roles of patient
(requirement (i)) and volitional actor (requirement (ii)), it is possible that the
argument is not always projected in syntax. It can either not project at all
(option (a)), resulting in the ditransitive senten ce (50a), or there can be
incorporation of the argument, resulting in a noun incorporation pattern as in
(50b).

(50) a. Janis OE OiterU w
Janis atthe eatINF
?2) EOQwbUwl EUDPOT 8~

b. Janis O E Oappeliten.
Janis atthe appeleatINF
?2) EQwD UnEIxEOD @y EOWE x x Ol 62

With his approach, Dyk unifies the processes of incorporation and
detransivization, which indeed show a lot of similar restrictions. However,
his account is highly dependent on the existence of these two levels oflexical
representation, between which lexical rules should be able to apply. This is
not a standard view of the language faculty in current theories and a very
different point of view than that of the Distributed Morphology framework,
which | follow in this dissertation.

In line with the Distributed Morphology framework (Halle &  Marantz
1993) | do not assume the existence oflexical rules, as | assume that both the
formation of words and that of phrases occur in syntax. Therefore, my account
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for the impossibility of (48) works in a very different way: it follows from the
syntactic structure presented in (51).

(51) vP

N

v \P

/\
vhimmel ClassP

/\
L Class nP

/\
é n Yauto
—

In this tree, the complement position next to the root is filled by (the trace of)
autg so there is no room for an extra direct object; there is no place forsyn
Volkswagerto be inserted.

In briefO w# a Oz U wp huil Nrisigh ndeiitcdpo@tionis extensive, but
a very different approach than the one in this dissertation.

4.1.5.2 Basilico (2016)

Another analysis for Frisian noun incorporation is provided by Basilico
(2016). His analysis is based on a Borerstyle (2013) approach to
compounding. Borer provided an analysis of the fact that compounds like
truck driving and truck driver are grammatical, whereas *o truck driveis not a
possible verb in English. According to her, compounds like theseneed to be
licensed by higher functional heads. The suffixes -ing and -er can peform
these roles, but in the N+V combination *truck drive there is no further
affixation and therefore no licensing. Basilico proposes that the reason that
Frisian NIs are grammatical is that the combination of nouns and verbs does
involve further affixation, so there is in fact an additional head to license these
compounds. He calls this head vacr. This would make the structure of Nls in
Frisian look like (52):

(52) [vevacT [N V]]

There is no overt affix which corresponds to this head; Basilico (2016)
proposes that we are dealing with null -affixation. This makes the account a
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bit stipulative; we would expect such an affix to be detectable inat leastsome
contexts, but it is not.

Basilico proposes that the role of the vacr head is very similar to what Borer
(2013) proposes for the-ing suffix in English. According to Borer, -ing requires
atelic aspect and an originator (i.e. an actor) Basilico proposes that, like -ing,
the Frisian vacr head has a requirement regarding the p resence of avolitional
actor.

Basilico follows Dyk (1997) in providing one analysis for both NI and
detransitivization. He suggests that the vacr head plays a role in
detransivization as well: it not only attach esto N+V compound verbs, but also
to other verbs. The only restriction is that the internal argument of the verb
should not be expressed, as vcr can only combine with heads, not phrases.

(53) a. [ [N \ v] VACT]
b. *[ VP VACT]

In short, Basilico provides a syntactic account for Frisian noun
incorporation, by proposing the presence of an additional head which is
responsible for the semantic restrictions of syntactic noun incorporation.
|l EUPODPE Oz Uwapl Y ht A wkbé&iscnpatiBleinitEndne; weidd) O wU i 1 O
take a slightly different approach. While Basilico proposes that incorporation
occurs because of properties of a special vhead, | propose that the possibility
for incorporation is encoded on the v© head itself. Moreover, | focus on the
role of the linking suffix and the size of the object, while this is less relevant
for Basilico.

4.1.5.3 Root-root compounds

One other possible analysis of Frisian noun incorporation is to analyze the

verbs with the incorporated noun as root-root compounds. That is, a

compound consisting of two uncategorized roots which then becomes one

verb, as illustrated in (5448 w' 1 Ul OQwOi I wUOOUwWE, $2wWEOOEDPOD
to form the verb messlypje

(54) [WZE, $2¢ wge&2+8/ ¢ w

This resembles the analysisthat van Geenhoven (2000)provides for West-
Greenlandic and that Harley (2009) provides for English nouns like truck
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driver, which according to her has the following form:
(55) [CE314"* fw@df]#1(5%¢ w

Altho ugh this analysis might be applicable to some cases of compounds
which seem to consist of a noun and a verb, it is not a sufficient explanation
for the Frisian NI pattern for two reasons. First, it does not explain why there
is a linking suffix and what it means that this linking suffix can be a
diminutive. Second, it does not explain why , in Frisian NIs, the incorporated
noun is always the internal argument of the (verbal) root and not just any
noun in the sentence

4.1.6 Interim summary

So far in this chapter | have focused on Frisian noun incorporation patterns. |

have analyzed these as cases of head movement, in which &lassifier head

moves into a v position and forms a compound with the (verbal root). | have

argued that this is a strategy for an argumentto E1 w? YPUDPEOI » wEOwUT 1
to obey the Condition of Morphological Identification (Baker 1988 :156). The

relevant parametric setting which represents the possibility for NI in Frisian

is shown in (56):

(56) Vtrans] Fsearch Class, r?
Fm  Class no

In the next sections, | will examine Dutch pseudo-noun incorporation and
show how this phenomenon differs from Frisian noun incorporation.

4.2 Dutch pseudo-noun incorporation

4.2.0 Introduction

In Dutch, we find a construction which looks simila r to noun incorporation.
Here, plural nouns precede an infinitival verb, as in ( 57):
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(57) Hij is aan het muizen vangen.
He is at the mice catch.INF
2'1 wDUWEEUET DO1T wODPEIT 62

Just like in the Frisian examples, the noun in Dutch pseudo-noun
incorporation functions as the internal argument of the verb. Thus, an
example with an indirect object is ungrammatical:

ij is de cadeautjes aan het kinderen geven .
(58)  *Hijj is d d j het kind
He is the presents to  the children givelNF
?2' 1T wbUwi BYDOT wxUI Ul OUUwWUOWET POEUI 08

Another similarity to Frisian is the fact that there is no determiner in these
constructions.54 Moreover, the noun is not non-referential, and can therefore
not be referred back to by a pronoun (see also example (11), section 4.1.0)

(59) Hij is aan het (*de) muizen vangen. ?Ze rennen hard.
He is at the the mice catth.INF.They run fast
?PHe is catching mice. They run fastd ?

This contrasts with regular DP objects, which are referential regardless of the
prescence of adeterminer, as illustrated in ( 60):

(60) Hij is (de) muizen aan het vangen. Ze rennen hard.
He is(the) mice at the catch.INF. They run fast
?He is catching mice. They run fast.?

There is, therefore, a difference betweenmuizenin (59) and (de)muizenin (60);
while the latter seems to include a DP layer, the former does not.

So far, the situation looks similar to Frisian noun incorporation, but there
are a fewimportant differences. First of all, the incorporation cannot occur in
finite clauses:

54 The neuter determiner hetgp? U1 1 » Awb i DET wbil wUI 1T wi 1 Ulst@ithwx E U0 wO
2aan het X.INB w? E 0w O | rathertta( an %ciuél determiner here. If muizenep? ODET 2 Aw
would be preceded bya determiner, it would be the common determiner dep? Ui 1 » AQwpbi DE
is used for plurals.
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61 *Hij muizenvangt.
J g
He micecatches

2' 1 WEEUET 1 UwODEIT 62

In embedded clauses, it might seem possible at first glance, but in this case
muizenseems to be aDP, since a determiner can be inserted and it can be
referred back to by a pronoun:

(62) Ik denk dat hij (de) muizen vangt. Ze rennen hard.
| think that he (the) mice catchesThey run fast
2(wll POOwWT 1 wWE BRefErur fasepUT 1 AwOPET &

Another difference with Frisian is that the incorporated argument is plural:
we find a plural ending and the interpretation of the noun is plural: in ( 57),
the subject must be trying to catch more than one mouse.

I will therefore propose that in Dutch we do not find noun incorporation in
terms of head movement, but pseudo-noun incorporation : phrasal movement
to the specifier position of the infin itive. | argue that the argument in cases
like (57) is NumP sized, since it is specified for plural. The structure which |
propose is as in 63):

(63)
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In this structure, the infinitiv al verb looks for a NumP goal and attracts it to
its specifier. This is a case of phrasal movement.

In the next section, | will present the reasonswhy Dutch pseudo-noun
incorporation involves phrasal movement rather than head movement and
why its argument must be a NumP. In 4.2.2, | will present the Move parameter
which is involved here. Finally, | will discuss some challenges for thisanalysis
(4.2.3) and alternative analyses (4.2.4).

4.2.1 Phrasal movement and the size of the argument

In the previous section | proposed that sentenceslike (64) involve phrasal
movement of the NumP object muizento the specifier of an infinitival verb .

(64) Hij is aan het muizen vangen.
He is at the mice catch.INF
?' 1 WDUWEEUET pOT wODPEI 62

+1 Uz Uwi b U Witkwfihg arguméhOAs dHowntin the previous sections,
muizenin the example above is not referential:

(65) Hij is aan het (*de) muizen vangen. ?Ze rennen hard.
He is at the the mice catth.INF.They run fast
?PHe is catching mice. They run fastd ?

Since referentiality is encoded in the DP-layer, the lack of referentiality in ( 64)
means that muizenmust be smaller than a DP. Recall from Chapter 3 that |
assume the following structure for nominal elements (following Ale xiadou
2013:134):
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(66)

Class nf

Muizenin (64) has to bea NumP, because itdisplays plural marking: -enfor
nouns with -en plurals (like muizer), and -s for nouns with plurals in -s, as
illustrated in ( 67):

(67) Ze is aanhetl UU Gelléhw
She is at the eurcs countinf
2271 wPUWEOUOUDOT wi UUBUSG 2

Moreover, the interpretation is plural: in ( 64), one has to betrying to catch
more than one mouse. This is different from the NI pattern in Frisian, where
the noun was undetermined for number.

As discussed in section 4.1, | assume, following Baker (1$88) that all
arguments must obey the Condition o f Morphological Identification, repeated
here as 68):

(68) The Condition of Morphological Identification (Baker 1988 :156)
If B is the NP position at the head of a chain, B bears a theta
index at LF only if it bears a morphological index.

This condition states that arguments must be morphologically indexed in
order to make theta-relations visible (and therefore interpretable) at LF. Recall
that there are four ways to be visible (Baker 1988149-159):
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(69) l. Case
Il. Agreement on the verb
M. Adjacency
V. Incorporation

Following Baker (1988), Massam (2001) and Harley (2009) among others, |
assume that arguments which are not DP-sized do not receive accusative case
in the regular way. Therefore these must have another way to be visible. In
section 4.2.1, | argued that Frsian opts for an incorporation strategy (i.e. head
movement). | propose that Dutch uses adjacency. The NumP object moves to
the specifier position of the infinitive, as in ( 70). By this movement, the NumP
becomes adjacent (and therefore visible) to the verb in vo, which can then
assign its thetarole to the object (see also Chapter 3, in which | assume
infinitival verbs to be in v 9).

(70) vP
f“’“““-m.?
r AN -
Lw"#'gh{;: MNumP _\\
AN
Num  ClassP
L Class nP
t
L |

l\ MUTS ’/

There are a few arguments in favor of analyzing Dutch PNIs as phrasal
movement to the specifier position. First, muizenin (71) is a phrase rather than
a head only, because it is possible to include a modifying AP:
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(71) Hij is aan het grijze muizen vangen.
He is at the grey mice catchINF
?2' 1 wDPUWEEUET POT wi Ul awbOPEIT 62

Being a phrase, it cannot headmove; there must be phrasal movement. This
is confirmed by the fact that Dutch P NI patterns cannot occur with finite

verbs, which suggests that muizenis not part of the verbal head which moves
to C in Dutch main clauses.

(72)  *Hij muizenvangt de hele dag.
He micecatches the wholeday
? ' hasibeen catchingOPD ET wUOT T wbiT OO WEEAa6?

Second, muizen and the infinitive form a tight unit (see De Belder & van
Koppen 2016 on compounds involving phrase s): no other elements can
intervene, as shown in (73):55

(73) *Hij is aan het muizen met vieze pootjes vangen.
He is at the mice with dirty paws catchINF
?' 1 WDUWEEUET DOT wODPET wpbDUT wEPUUA WX E!

Muizen has to be directly adjacent (i.e. without any structural position in
between) to the infinitive.

So far, | have spoken aboutthe specifier position of an infinitive. This is
because the Dutch PNI pattern only occurs with infinitives. We have already
sea that it cannot occur in finite verbs (see (72)). It is also impossible in past
participles, as shown by (74):

(74) *Hij heeft gemuizenvangen.
He has pref.mice.caught

2' 1 wl EVUWEEUT T OwODPEIT 62

We only find the PNI pattern with infinitives. Thesecan be eithernominalized

S(wUOUT wOTT wxT UEUT w?20PT T OwUOPU» wi il Ui wUEUT T OwOT E
phonological notion; however, it is clear that phrases can be parts of compounds (see De

Belder & van Koppen 2016) and therefore that they can form a tight, word -like uni t with

another element.
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infinitives , as in (75) or verbal infinitives, as in (76).56

(75) Ik hou van muizenvangen.
| love of micecatchlNF
2(woOOYI wOPETI WEEUET BOT 69

(76) Hij  wil muizen vangen.

He wants mice catchINF

?2' 1 wPEOUUWUOOWEEUET wUi 1 wODPET 82
So far, | have presented an analysis which accounts for pseudeincorporation
of NumPs. One issue this analysis has is the fact that it falsely predicts that
mass nouns cannot be incorporated (as was the case for the analysis for Frisian
NI. That is, the analysis suggests that all incorporated nouns are NumP sized,
while mass nouns are usually assumed to be smaller than that (see a.o0.Borer
2013, De Belder 2011)In Dutch PNI patterns, mass nouns are in fact able to
incorporate, as illustrated in (77):

(77) Hij is aan het rijst koken.
He is at the rice cook.inf
2' 1 wPhUWEOOODOAT WUPET 69

Here, the mass nounrijst is pseudo-incorporated into the verb koke. At this
point, my analysis cannot account for this. | cannot assume (as | did for the
Frisian cases with Class), that NumP is the maximal size of an object which is
incorporated, since this would predict that every projection below the NumP
could be incorporated, and we know that incorporation of a ClassP is out in
Dutch:s?

(78) *Hij is aan het muisjevangen.
He is at the mouse.dircatch.inf

?' 1 wWDUWEEUET DOT wODEI &~

The only way to solve this issue then is to assume that the PNIs with mass

56 See Chapter 3 on the distinction between nominal and verbal infinitives.

57 There are some cases in Dutch where a diminutive seems to be incorporated. These

include cases like cowboytje spelep? x OEa D OT wWE Ob E Oa »ykiowlaige] cdly wE UT Ow
lexicalized combinations and therefore not comparable to the productive process in Frisian.
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nouns are not part of this productive process, but rather fixed, lexicalized
combinations. | will elaborate on the idea of lexicalized incorporations a bit
more in section 4.3. Furtherresearch should be directed tothe question as to
whether mass nouns PNIs in Dutch are indeed not productive to the same
extent that NumP PNIs are.

In this section, | have argued why Dutch PNI patterns should be analyzed
as phrasal movement of a NumP. In the next section | will explain how this
analysis can be represented by @V ove parameter.

4.2.2 A Move parameter

In the previous section, | presented my analysis of Dutch pseudo
incorporation. | proposed that the structure of examples like ( 79) is as in (80):

(79) Hij is aan het muizen vangen.
He is at the mice catch.INF
?' 1 WDUWEEUET pOT wODPEI 62

(80) vF
,f”“‘“w-:.
r f”‘x@
Lw@‘gl\? NumP _-\
~
Num  ClassP
LC 3 nP
t %
L |

\\ MUTS ’/

(OwlOi PUwWwOUI T OwUi T wUOOUWE, 4( 2wPUWEOEUUDI
and a NumP projected, turning it into [ nump muizen]. This NumP is the
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EOOx Ol O O0wOl wOT 1 wUOOUWES -nénbinitiMals verb.&
This vo attracts the NumP to its specifier, which results in the pseudo-noun
incorporation : muizenforms a close unit with the infinitive vangen

| propose that this process of PNI is encoded in the grammar of Dutch
speakers by a Move parameter, following Rizzi (2017) who states that this is
one of three types of syntactic variation (see also Chapter 2, section 2.4)I
propose that the parameter can be reoresented as follows:

(81) Dutch pseudo-noun incorporation
Vinf: Fsearch  NumP
Fim NumP (to Spec)

This parameter states that the item v in the functional lexicon possesses a
21 EUET w%l EVUUI wpkl PET wUEaUow?+000uwi
Internal Merge Feature, which says that this NumP has to be moved to the
specifier of v.

Following Biberauer & Roberts (2017), | assume that paraneters can have
various sizes: they can apply either to all functional heads, or only to subsets
of them. Since this process of PNI is specific to infinitives, the parameter is not
applicable to all v-heads, but only to a subset of them:the ones which are
infinitival.

In section 4.4.2, | will compare the Frisian and Dutch parameter settings and
show how the syntactic variation between these varietiescan be explained by
these parameters. In the next section, | firstdiscuss alternative analyses for
Dutch PNI.

4.2.3 Alternative analyses

There has been some work done on DutchPNI, but the term ?pseudo-noun
incorporation ? has also been used to refer to many different constructions.
Broekhuis & Corver (2016) provide an overview of various different types of
verbal collocations, some of which are combinations of a noun and verb. They
classify these verbs on the basis of their behaviorin V2 positions and
distinguish three types. There are inseparable collocations, such asbekvechten

wb U wE

OUwEu

POPUO ui?PAGURIOW? UBUEEEOI 2 KOwbl PET BUEa wU O

Then there are se@rable collocations, suchas pianospele® x D B @E ahesk
split up in V2 positions (see (83)). Finally, there are immobile collocations,
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such astouwtjespringenp? UQ0OB x 2 AOwb | PET wWEEOOOUWOEEU U
(see 89)).

(82) Jan bekvecht vaak met zijn vriendin.
Jan mouthfights often with his  girlfriend
?) EOQwOl U1 OWUQUEEEOI UwpbUT wi PUwT BDUOI

(83) Jan speelt vaak piano.
Jan plays often piano.

(84) *Jan touwtjespringt vaak/ *Jan springt vaak touwtje.
Jan ropeskips often / Jan skips often rope
(OU1 OET Eow?) EQwOi U1l OwUOx1 UODxUBG 2 w

None of these examples is the same as thenuizen vangerpattern discussed in
this chapter: while muizen is the internal argument of vangen the semi-
incorporated nouns in (82) and (84) arenot the internal argument s of the
relevant verbs. In (83), this seems to be the case, but in section 4.3 | will argue
that verbs like pianospelerform a restricted, non-productive class which is
different from the muizen vangesfpattern.

Booij (2009) does discuss the muizen vangefpattern. He analyzes brieven
schrijvenin (85) as a unit of a noun and a verb, as in 86):

(85) Janis aan het brieven schrijven.
Jan is at the letters write.INF
?) EOwPUwPUPUDOT woOl UUI UUB »
(86) [voNo Vo]
He bases thisanalysis on the idea that there are three possible options for a
noun and a verb to form a unit. The first is a regular, transitive VP, in which
an NP is inserted as the complement of a V, as in 87):

(87) [ve NP Vo]

Then there is compounding, in which the N + V are joined together in the
lexicon, and then inserted as a V, as in 88):
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88) [vNV]

Finally, there is pseudo-noun incorporation qOUw POw I BUw- Ul UOU
DOEOUxOUEUDPOO? AOwbPi PET wPUwOPOI wEWUI T UOE!
but only an N, as in (86). Booij (2009) argues that this must be the structure of

brieven schrijvemp? O1 U U1 U UsHPHisBndih argimebtEfar dhis are first

that brievenis not a full DP, as it cannot be negated bygeenp? O (nstead, we

find sentential negation with nietgp? OO U2 Ao

(89) *Jan is aan het geen brieven schrijven.
Jan is at theno letters write.INF
(601 OEl Eow?) EQwPUwbUPUDOT wOOwWOI UUI

(90) Jan is niet aan het brieven schrijven.
Jan is not at the letters write.INF
?)EOwPUwwOO0wbPUDPUDOT wol UUI UUG 2

Second, Booij argues thatit cannot be a compound either, since the noun and
verb cannot be in V2 position together:

(92) *Jan brievenschrijft vaak.
Jan letterswrites often
(601 OEl Eow?) EOwOI U1 OwbUPUI UwoOI UUOT U

OUT OUTT wlOTT awExxT EUwYIT UawEDI T 1T Ul ODwELDw
analysis is similar to the one presented in this chapter. Both analyze the
incorporated noun as an element which is smaller than a DP, and which forms
a tight unit with the verb , butis OOU WE wUTl EOQWEOOx OUOE wepb Ow!
case of head movement (in my terms). The main difference is he theoretical
framework which is used. Booij adopts a lexicalist approach, so he does not
assumethat all morphology is represented in syntax. Therefore, the NumP
projection which is important in my analysis, is irrelevant to his account. In
short, Booij (2009) provides an analysis which is different in its type of
framework, but is quite smilar in terms of content.
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4.3 A note on verbs like pianospelenm? x BEO@Ba » A

In this chapter, | have focused on two incorporation patterns: the Frisian noun
incorporation pattern ( 92) and the Dutch pseudo-noun incorporation pattern
(93.

(92) Hy is OE Omebseslypje. Frisian
He is at the knifesharpenNF
PHeisUT EUx1 OPOT wEwWOOPI 1 vOODPYI U~

(93) Hij is aan het muizen vangen. Dutch
He is at the mice catch.INF
?2' 1 WPUWEEUET pOT wODEIT 62

So far, | have set aside a class of verbs which are often mentioned as typical

examples of incorporation in Dutch: verbs such as pianospeleip? x BXE@Ea 2 A3 w
Other examples in the same category include verbs such askoffiedrinken

@? E GE U B O Oadefnbaeditu? E U I-EEEDT » Owbol w? EUI EUT T 2.
find these types of verbs as well:

(94) Hy is OE Opjabospyljen.
He is atthe pianoplayINF
?2' 1 whbUwxOEaPOT wlOiT 1 wxPEOOG »

These verbs are often referred to as incorporation verbs, since they involve a
noun which forms a tight unit with the verb. This is illustrated in ( 95), where
modifiers cannot intervene between the noun and the verb.

(95) *Jan is aan het piano met kapotte toetsen spelen.
Jan is at the pianowith broken keys playINF.
(OUI OEl Eow?) EQOwPUwxOEaAaDOT wOOwWUT T wx-

Moreover, the noun is non-referential, as it cannot be pronominalized:
(96) Janis aan het pianospelen. ?Hij is vals.

Janis at  the pianoplayINF. It is out-oftune.
?2) EOwPUwxOEaDOT wUI 1 wxPEOOS w( OwbUwoL
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These verbs therefore seem to be examples of a type of incorporation.

As these involve a fixed set of verbs, | assume that these compounds are
formed by simply combining two concepts without any further syntactic
structure. That is, | assume that verbs like pianospelen / pianospyligre a
combination of two roots, as in (97):

(97) »
T

“FIANC "[SPEEL

The reason that piano must be a root is that the noun cannot show plural
inflection or diminutive inflection, so it does not have the size of a ClassP or
NumP:

Ou

(98) *Hijis aanT 1 UwxPDEOOz UwUx1 O1 O
He is at the pians play.INF
2' 1 wbUwx OEapPOT wOT T wxbPEOOUSB »

(99) *Hij is aan het pianootje  spelen.
He is at the pianaDIM play.INF
?2' 1 whbUwxOEapPOl wlUiI T wUOEOOwWxDPEOO

Qu

In fact, pianoin these examplesemust be smaller than an nP, as italso cannot
be modified by an adjective, as in (100). In comparison, the noun in the PNI
pattern discussed in this chapter can be modified by an adjective:

(100) Hij isaan het (*mooie/*zwarte) piano spelen.
He isat the beautiful / black piano play.INF
2" 1 wb U wx (oeautbuddlacky* D IO OB »

(101) Hij is aan het(mooie/zwarte) muizen vangen.
He is at the beautiful / black mice  catch.INF

This analysis for pianosglenwhich is sketched above needs to be worked
out in more detail. However, for the present study, this class of verbs is not of
further relevance, as there is no variation in these verbs between Dutch and
Frisian, and this study focuses on the differences between theselanguages.

?
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4.4 The parametric difference

The analyses of Frisian noun incorporation and Dutch pseudo-noun
incorporation which have been presented in this chapter suggest that
arguments can have different sizes and thatthese sizescan vary both within

and across languages. This idea is not new( O U E ¢ Edt & Q&1D)&nhalyzed
deverbal compounds in English and Greek and showed that the size of the
nominal argument is d ifferent between these languages They propose that
English deverbal compounds involve the movement of an nP argument into
the spec,nP(of a nominalization) position, as in (L02):

(102)  [np [we air traffic ] control -er [voicer cortrok [ve controt Z EONTFROL[nr air-traffic]]]

Here, the nP air traffic is the complement of the root E" . - 3 1. The root
E" . - 3 1beesomes a verb and is then nominalized into controller and its
internal argument moves to the specifier position of no. This is similar to the
analysis presented for Dutch in section 4.2 of this chapter, where we find
phrasal movement to the spec of a \2.

For Greek deverbal compounds, ( O U E ¢ E ét 1.2 Fargue that there
is movement of a root into a verb, as in (103):

(103) thiriodamastisp? E FUEEWO] tbirodammazap? U O uwlEH G UK ww
( OUEGET POEPEwWI UWEOB wl YUAOK A A

P
n VoiceP
thiriodamas-tis =~ _~""_
e Voice”
Voice v
‘r '_]IP

JDANMAS  JTHIDI

As this is head movement, this analysis is more similar to the analysis
presented for Frisian in section 4.1 of this chapter.
The main arguments for these analyses are that Greek allows productive
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N+V compounding, while English only allows N+V compounding in
nominalizations (cf. air traffic controler, but not *to air traffic contro). This is
similar to the arguments provided in this chapter for the claims that Frisian
allows productive noun incorporation, while for Dutch the pseudo-noun
incorporation is restricted to infinitives.

In short, it appears that the size of the nominal part of N+V compounds is a
point of language variation. The question is how this is represented in
Ux1 EOI UUz wi U BOd) H bavdwarked unddr thd lagsumption that
syntactic variation is represented in the functional lexicon in terms of
parameters and that there are only three types of parameters: Merge, Move
and Spell-out parameters (see Chapter 2) In section 4.1, | proposed that the
relevant parameter setting which represents the possibility for Frisian NI is
the one in (104):

(104) Frisian noun incorporation:
Vtrans]. Fsearcn Class, r?
Fm  Class,no

In section 4.2, | proposed that the relevant parameter setting for Dutch
pseudo-noun incorporation is as in (L05):

(105) Dutch pseudo-noun incorporation
Vin: Fseach  NumP
Fim NumP (to Spec)

These parametersare abstract; they do not directly refer to the notion of
compounds. This shows again that the variation which we find at the surface,
in E-language, can be explained by abstract parameters at the level of 4
language, as discussed in Chapter 2.In this case, it is quite complex: a
superficially similar pattern actually concerns a different underlying
parameter in each language. That is, (104) and (105) are different parameters:
parameter in (104) does not have a setting for Dutch, nor does the one in (105)
have a setting for Frisian. In the next section, | will look at changes in Frisian
concerning noun incorporation, and | will explain what the observ ed changes
in E-language mean for the parameters in |-language. It turns out that even
though (104) and (105) are different parameters, the changes in icorporation
patterns affect both of them.
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4.5 Changes in Frisian noun incorporation

4.5.1 Introduction

So far in this chapter | have discussed the variation between noun
incorporation in Frisian and pseudo-noun incorporation in Dutch. Originally,
the Frisian NI pattern did not occur in Dutch, and the Dutch PNI pattern (i.e.
incorporated plurals) did not occur in Frisian. However, recently the
boundaries seem tohave becomeless strict. Some speakers of Frisian do not
use or accept noun incorporation anymore. Moreover, some speakers of
Frisian allow for the Dutch PNI pattern : they accept incorporation of plural s,
rather than Classifier elements. In this section, | will present questionnaire
data which shows that NI in Frisian is changing. | will argue that these are
cases of changes irMove parameters.

452 Theitems

The data were collected by means of two digital questionnaires. In these
guestionnaires, participants had to judge the acceptability of Frisian sentences
on a 5point Likert scale. For more details on the questionnaires, see Chapter
1, section 1.1.3For a complete inventory of the items, see theAppendix.

The first questionnaire (n = 537) contained eight items on noun
incorporation, of which one item had to be excluded from the analysis because
of atyping error inthe questionnaire. The seven remaining items included the
following four conditions (each illustrated with one example):

l. Non-finite main clause (2 items)
(106) Wy wolle moarn  wyndrinke.
We want tomorrow wine-drink.INF
261 WPEOUWUOWEUPOOwWPDOI wlOOOUUDPG»
Il. Finite main clause (2 items)
(107) Wy wyndrinke  gauris.

We wine-drink often
261 woOi U1 OWEUPOOwPDOI

Qu
~
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Il. Finite embedded clause (1 item)

(108) Hyseit dat de kapper hiel goed hierknipt .
He says that the hairdresser very well hair-cuts
?2' 1 wWUEAUwWOT EQwUOT 1T wi EPUEUI UUT UwEUUOUU

V. With extra argumentss (2 items)

(109) De kapper hierknipt him.

The hairdresser hair-cuts him

2371 wi EPUEUI UUT UwWwEUUOUwWI PUwWT EPUGB »
The ratings on these items can give a general impressiorabout whether noun
incorporation is still accepted by Frisian speakers. In the second questionnaire
(n = 350), more detailed issues were addressedif particular the questions
focuses on different types of linking suffixes) and this questionnaire also

included items with Dutch pseudo-noun incorporation . Theseconditions are
illus trated below:

V. Dutch-like pseudo-noun incorporation with plurals (2 items)

(110) Pake isoanit sigaren smoken.
Grandpais at the cigars smoke.INF
P&UEOQCEXxEwWbUwWUOOODOT WEDT EUU

OQu

?
VL. Finite clauses (4 items: 2 main clauses, 2 embedded clauses)

(111) Ik wit dat hy hjoed autowasket.
| know that he today carwashes

2(woOOOPwWi I WwPEUT 1 UWEEUUYEWEEUYT DPUWEE

58 As explained in footnote 53, in some cases of inalienable pa@session therecan be an extra
argument added. However, | did not analyze these cases.
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VII.

(112)

VIII.

(113)

(114)

IX.

(115)

X.

(116)

(117)

Chapter 4

Different types of linking suffixes (18 items: 7 no linking suffix, 7
schwa linking suffix, 2 DIM linking suffix, 2 irregular nouns)

De man is oanit amerleegjen | amereleegjen /
the man is at the bucketempty.INF / bucket. -empty.INF/
amerkeleegjen.

bucket.DIM-empty.INF

Different types of te-infinitives (6 items: skynegp? Ul ToftefpO @ Ow
OUET Uw U< tefprogteddiva) with and without incorporated
object)

De kapper skynt te hierknippen.
the hairdresserseemdo hair-cut.INF
2311 wi EPUEUI UUTl UwUT 1T OUwUOWEU

(e}
S

|'|'|;
U}
C
Ou

De kapper skyntit hier te knippen.
the hairdresserseems thehair to cut
23711 wl EPUEUI UUT UwUT 1 OUwUOw

mp
C
(e}
S
(e}
S

Passives (2 items)

Der wurdt appeliten.
There becomes appleeat.INF
23T 1T Ul wbUwi EUDOT wdi wExx Ol UB 2

Other types of arguments (2 items)

Incorporated object is indirect object:

De famkes syn oan it flechtlinghelpen.

The girls are at the refugeehelp.INF

2311 wl PUOUWEUT wil OxDOT wUI T UTT1 UGB

Subject is not an agent:

De sinneis de hoarizon oan it readkleurjen.
The sun is the horizon at the red-color.INF
23T 1T wWUUOWPUWEOOHEDOWWUES »
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45.3 Results
4.5.3.1 General results

Table 1 provides the main results of Questionnaire 1: the means and standard
deviations of all contexts of all participants combined. Table 2 provides the
main results of Questionnaire 2. For all items, answers ranged from 1
(unacceptable) to 5 (fully acceptable).

Recall that the aim of this data collection was to answer two questions. First,
is noun incorporation still considered grammatical by speakers of Frisian?
Second, are there speakers of Frisian who accept DutcHike pseudo-noun
incorporations in Frisian? Regarding the first question, we see that noun
incorporation is generally accepted. The mean rating of non-finite clauses is
4.05. Finite clauses with incorporation have lower ratings, main clauses show
means of 2.26 (Questionnaire 1) and 2.45 (Questionnaire 2) and embedded
clauses $iow means of 3.51 and 3.80. This pattern is the same as what is
described in the literature and was presented earlier in this chapter; noun
incorporation is acceptable in Frisian, even in finite clauses, but less accepted
in V2 contexts (i.e. main clauses)

Mean Standard
Deviation
Non-finite main clause (example | 4.05 1.01
(106))
Finite main clause (107) 2.26 1.09
Finite embedded clause (108) 3.51 1.37
Extra argument (109) 2.15 1.04

Table 1:Overview of ratings for all participants for questionnaire 1 ( n = 537)
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Mean Standard
deviation
Dutch-like PNI (110) 3.41 1.47
Finite clauses(111)
Main clause | 2.45 1.41
Embedded clause | 3.80 1.24
Linking suffixes (112)
a(7)] 3.23 .90
Schwa (7)| 2.78 .76
DIM (2) | 2.98 1.16
Special forms (kip E O prouju | 3.11 1.19
2p0OO0)(@D
To-infinitives
Skynt (seems) with NI (113) | 3.13 1.48
Skyntwithout NI (114) | 4.15 1.19
Sit te (sits to, progressivejith NI | 3.37 1.51
Sit tewithout NI | 4.73 .75
Om te (for towith NI | 2.94 1.52
Om tewithout NI | 2.75 1.68
Passives(115) 3.29 1.47
Other arguments (116), (117) 2.08 1.09

Table 2: Overview of ratings for all participants for questionnaire 2 ( n = 350)

Passive sentences with incorporation are considered fairly grammatical
(3.29). In certain types of te-infinitives, speakers prefer not to have
incorporation ( skyntand sit teare better without NI). This pattern is reported
in the literature too, as discussed in section 4.1.

One characteristic of the original pattern of Frisian NI was that it can only
occur with verbs which include an agent and a patient. This pattern is
confirmed: other types of arguments were considered ungrammatical (2.08).
The fact that adding an extra argument is also considered ungrammatical
(2.15) is not very surprising as this is a very restricted pattern which occurs
only in specific contexts (see fatnote 53).

Until this point, the grammars of participants seem to be as described in the
literature (see a.o. Dyk 1997and we can draw the preliminary conclusion that

precise look at the linking suffixes. At first sight, incorporations without
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linking suffixes seem to be considered most acceptable (3.23), as the linking
suffixes have means below 3. However, looking at the items separately it turns
out that the low ratings are caused by the itemsameregp? E U E éntl broe w
@? EUOUT 1 U2 KB w31 1 Ul wisindtend of keh (BnYersanck bfoer§l E O U w D (
and Dyk (1997) already observed that the linking suffix does not occur with
these types of words (see example (18) in section 4L.1.1 of this chapter) When
we leave these items and irregular form kowe (from koO w ? EsOdut ok
consideration the mean for schwa-linking suffixes becomes 3.27, a score
comparable to the score for the items without a linking suffix. | will therefore
assume that overtly spelling out the linking suffix does not have a
considerable influence on the acceptability of noun incorporation.

The data also show that the diminutive suffix is less accepted than a schwa
linking suffix or no linking suffix: the items amerkep? EUE O1 U 8 #¢ske? AwWE O
P? O0DPI 1 8#(, » Awl EY] wEwWOI E O w@pedddrnt resddnsul & N WS
why these forms would not be accepted, this low rating is surprising. We can
ask ourselves why this would be the case, ifboth linking suffixes (schwa and
DIM) are variants of the same functional head Class. There are two potential
answers to this question. The first is that the diminutive suffix invokes a
diminutive interpretation, and that this interpretation is undesirable in the
contexts at hand. Although originall y in Frisian the diminutive suffix did not
add this diminutive meaning t o noun incorporations (see section 4.1), this
might now be different for some speakers. A second reason is that the pattern
with the diminutive suffix is clearly different from the Dutch pattern. A zero
linking suffix or schwa is more similar to the plural pseudo-noun
incorporation pattern in Dutch. If Frisian is changing in the direction of Dutch,
this might explain why a distinctly non-Dutch pattern is less accepted.

The datathus shows that Frisian noun incorporation is in general still quite
accepted, although some particular forms are degraded. Another question |
aimed to answer with these data was whether speakers of Frisian nowadays
also accept the Dutch pseudo-noun incorporation pattern, which was
originally ungrammatical in Frisian. Table 2 shows that this PNI pattern has
a mean score of 3.41. This suggests that for a fairly large group of Frisian
speakers, the Dutch pattern is actually acceptable in their Frisian. An

59 Koweis the form of kogp? EOP 2 Awbl DET wbUwUUI E wbkowestttiep@E-OOx OUOE
UEPO2 A8 w311 Ul whPEUWT OPI YI Uw OOWEwWxUDPOUDWUI EUOOW
grammatical for noun incorporation, so it should not be included while analyzin g the other

items.



152 Chapter 4

interesting question is whether this change is more prominent amongst
younger speakers than amongst older speakers. Like in Chapter 3, | divided
the participant into three age groups to find out whether there are differences
between these groups. Table 3 shows the resultof this analysis:

16-34 years 3549 years 50+years
n=73 n=92 n=181
Dutch-like PNI 3.39 3.47 3.39

Table 3: Mean ratings per age group

In this instance, younger speakers did not find the Dutch -like pattern
grammatical more often than older speakers; actually the 3549 yearold
group gave, on average, the Hghest ratings. A one-way ANOVA showed that
there were no significant differences between the ratings of the age groups (p
=.82).

| will now take a look at the results for individual speakers to discuss these
changes in more detail.

4.5.3.2 Individual results

So far, | have only presented means and standard deviations. While these give

the reader a general idea of the results, it is worthwhile to look into individual

results as well. As parameters are part of Hanguage, and language change
therefore happens in the individual, we need to look at individual results to

find out what how the change works exactly. Similar to the previous chapter,

| randomly selected 5 participants and analyzed their ratings. Their ratings

are presented below in Tables4and 50 wgP T h? Wi Uui 7 /1 Wt nardényO 1 1 w
selected participant):

P1 P2 P3 P4 P5

(F, 51) (F, 63) | (F,41) | (M,51) | (M, 57)
Non-finite main clause | 5 3.5 5 15 4
Finite main clause 1 4 15 1 2
Finite embedded 4 5 4 2 3
clause
Extra argument 1 2.5 1 15 2

Table 4: Resultsof Questionnaire 1 for individual speakers
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P1 P2 P3 P4 P5
Dutch-like PNI 2.5 5 1 4.5 1
Finite clauses
Main clause | 3.5 3.5 1 15 3
Embedded clause | 5 3.5 2 3.5 5
Linking suffixes
(7)) 1.86 3.71 1.29 4 3.57
Schwa (7)| 2.71 3.29 1.57 4 2.57
DIM (2) | 2.50 2 1 3 1
Special forms (kij| 3 3.5 1 5 3
froulju) (2)
Te-infinitives
Skynt (seems) with NI | 5 5 3 5
Skyntwithout NI | 5 2 1 5 3
Sit te (sits to,
progressiveith NI | 5 5 4 2 5
Sit tewithout NI | 2 5 4 5 5
Om te (for towith NI | 1 5 4 2 1
Om tewithout NI | 4 2 4 1 3
Passives 4.5 3.5 2 4.5 3
Other arguments 1 3.5 1 3 2

Table 5: Resultsof Questionnaire 2 for individual speakers

I will n ow briefly discuss the results for each of these participants.

Participant 1, a 5ktyear-old woman who learned Frisian as an adult and
speaks it 40% of her time, shows very mixed results. While some of the
original Frisian examples are rated with a 5, others are rated much lower (see
i OUWI REOXxOT wiUT 1T WEORW?ODPOODOT wUUI I BRI U2 At
extent the Frisian NI pattern is still grammatical for this speaker. However,
the speaker does not acceptDutch-like patterns: PNI is rated with a 2.5. In
brief, this speaker does not seem to show a clear language change yet.

For Participant 2, a 63year-old woman who also learned Frisian as an adult
and speaks is 50% ofher time, this is different: she rates PNI with a 5. This
means that this speder must have the pseudo-noun incorporation parameter
setting in her Frisian grammar:
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(118) (Dutch-like) pseudo-noun incorporation
Viinf] © Fsearch NumP
Fim NumP (to Spec)

The original Frisian NI patterns are rated moderately by this speaker (mostly
between 3 and 5). This suggest that the parametric setting of the Frisian NI
pattern is also still relevant for this speaker:

(119) Frisian noun incorporation:
Vtrans]. Fsearcn Class, r?
Fm  Class, r?

Participant 3, a 4tyear-old woman who is a native speaker of Frisian, and
speaks it 95% ofher time, rates most examples quite low. For this speaker, the
only clearly grammatical category are the te-infinitives. What this means for
the parametric setting in (119) is at this point not clear to me, but it suggests
that the traditional Frisian NI pattern is not even always represented in the
grammars of native speakers who speak a lot of Frisian. However, that does
not mean there has to be influence of Dutch: this speaker does not allow for a
new Dutch -like pattern and therefore lacks the parametric setting in (118).

Participant 4, a 5kyear-old man who learned Frisian during his teen age
years, and now speaks it 30% of his time, again shows signs of language
change: the Dutch-like pattern is rated grammatical (4.5), so the speaker must
have the parametric setting in (118). Many examples with original Frisian
patterns are also rated grammatical in Questionnaire 2, but not in
Questionnaire 1. This suggests that the Frisian patterns are still possible for
this speaker (and the parametric setting in (119 is present) but not always
preferred.

Participant 5, a 5%year-old man who learned Frisian during primary school
years and speaks it 50% of the time, rates the Dutch-like PNI as
ungrammatical (1) and most Frisian patterns grammatical (5) or unclear (3).
This suggests that for this speaker, there is no language change.

In brief, we find very different patterns for each individual. While there is a
language changetaking place for some Frisian speakers (& evidenced by this
section and the previous section), the result of this change is a quite messy E
language pattern.
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4.5.3.3 Discussion

The previous section discussed the results from the questionnaires. These
results show that there are changestaking place in the grammars of Frisian
speakers. It seems as if some speakers of Frisiarare becoming more Dutch-
like: they do no longer accept the original Frisian NI -pattern, but some of them
do accept the Dutch-like PNI-pattern. In the next section, | will discuss
whether or not this change is influenced by language contact with Dutch. In
the remainder of this section, | will return to the hypotheses from Chapter 2
and reflect on whether the changes | discussed in the current chapter were
expected. It should be kept in mind that these case studies are not intended to
validate or falsify the hypotheses made in Chapter 2, as this would be
impossible in the current research design. However, | will reflect on the
hypotheses briefly here.

Chapter 2 presented three hypotheses. Two of them concerned Move
parameters, asshown below:

(120) 22 x-DOOWEI i OUI w, OYypathesBE w, | UT 1 2
Spell-out parameters are more prone to change than Move
parameters and Merge parameters.

(121) 2. OYi wEi i &bypathesisUT 1 2
Move parameters are more prone to change than Merge
parameters.

According to hypothesis (120), Spell-out parameters should be more
susceptible to change than Move parameters The data in Chapter 3 and 4
seem to confirm this idea; in Chapter 3, we found a clear, significant change.
In this chapter, there seems to be a change for some speakers too, but the
ratings on the Dutch-like (i.e. the innovated) patterns are not very high (on
average 3.41) and the clange is not more prominent for younger speakers.

The hypothesis in (121) suggest that Move parameters are less likely to
change than Merge parameters. This will become relevant in Chapter 5
(section 5.5) in which | discuss a Merge parameter.

The third hypothesis in Chapter 2 concerned the size of parameters:
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(122) 22 OE OO wE khijpbthebisuE BT 2
Smaller parameters are more prone to change than bigger ones

This hypothesis was based on the work by Roberts & Biberauer (2017) and
says that parameters which relate to a smalkr class of items (for example one
specific item or a subclass of functional items, such as modal verbs) are more
likely to change than those which relate to a bigger class of items (for example
all verbs). Recall from Chapter 2 that the different parameter sizes that
Biberauer & Roberts (2017) distinguish are the following:

(123) a. Macroparameters: parametersrelating to all functional

heads of the relevant type

b. Mesoparameters: parametersrelating to all functional
heads of a given naturally definable class
(e.q. [+V])

c. Microparameters: parameters relating to a small subclass of
functional heads (e.g. modal auxiliaries)

d. Nanoparameters: parameters relating to one or more
individual lexical items

The parameters discussed in this chapter concerned infinitival v ©elements
and transitive vO elements, both subclasses of verbs. Similar to the parameters
discussed in Chapter 3, these could beclassified as microparameters. We
therefore expect them to be equally prone to change as parameters of the same
size, such as the ones in Chapter 3Howev er, the results show that there was
a bigger change in the data of Chapter 3. As discussed above, this could be
due to the nature of the parameter (Spell-out parameters might be more prone
to change than Move parameters) or to other, as yetunknown, factor s.

In the next chapter, | will reflect on the changes we find in a Merge
parameter in relation to the hypothesi s above in (121) and relate this to the
changes presented here and in Chapter 3

4 5.4 Influence from Dutch

Now that we have established that there is language changetaking place in
the domain of noun incorporation, the next question is why this change is
happening. Of course, this is influenced by multiple factors. In Chapter 2, |
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argued that a prerequisite for language change is ambiguous input. One
aspect of the input that could have played a role here is that the linking schwa
in Frisian could be misinterpreted as a plural suffix. Then, the Frisian NI
would become more similar to the PNI.

| expect contact with Dutch to play a role in this change as well, as one result
of the change (accepting pseudo-noun incorporation ) is similar to what we
find in the Dutch language. However, we did not find any significant
correlations between the amount of Dutch that the participants speak and
their acceptance rates of the pseudo-noun incorporation construction. The
non-significant correlations are shown below in Table 6.

% of Dutch spoken on | % of Frisian spoken on
average day average day
Dutch-like PNI item 1 r=-.058 r=.08
Dutch-like PNI item 2 r=-.057 r=.092

Table 6: Correlations between ratings on Dutch-like patterns and the amount of Dutch and
Frisian spoken on an average day

The influence of Dutch is therefore not confirmed by these data. This result
does not necessarily mean that there cannot be anyDutch influence driving
this change. It only shows that there is no direct correlation that between the
ratings and the amount of Dutch that a Frisian speaker speaks on an average
day. However, Dutch could still have a more indirect influence.
Unfortunately, it is unclear at this point in what way, and which other factors
trigger this change. | leave this open for further research.

4.6 Conclusion

In this chapter | discussed the variation and change that we find in the domain
of noun incorporation in Frisian and Dutch. | showed that while noun
incorporation is possible in Frisian, we find pseudo-noun incorporation in
Dutch. | argued that these two patterns involve different syntactic
derivations: while Frisian NI involves head movement of a noun into a
classifier head, followed by further incorporation of this unit into the verb,
Dutch PNI consists of phrasal movement of a NumP into the specifier position
of an infinitival verb. This variation reflects different Move parameters, as
illustrated below:
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(124) Frisian noun incorporation:
V[trans]. Fsearch ClaSS, P
Fm  Class,n°

(125) Dutch pseudo-noun incorporation
Viinf] © Fsearch NumP
Fim NumP (to Spec)

Data from questionnaires shows that some present-day speakers of Frisian
also allow Dutch -like PNI. This signals language change; these speakers have
a parametric setting similar to the Dutch parametric setting, as in (124. As
(124) and (125) are not contradicting, these can ceexist within one grammar.
Moreover, some Frisian speakers do not accept the original FrisianNI pattern
anymore. Their grammars do not include the parametric setting in (124). In
short, this chapter presented a case study of variation in Movement
parameters which account for quite similar superficial patterns (NI and PNI),
and showed how the changes in the superficial patterns (in the E-language)
can be explained by the changes in the underluying Mov e parameters.
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5.0 Introduction

This chapter presents a case study on language variation in a Merge
parameter. The case | discuss is the absentive, a syntactic pattern which shows

variation between Dutch and Frisian and which shows changes in present

day speakers of Frisian.

absence. It is crosdinguistically not very common, but it occurs in some

European languages among which Dutch and Frisian. In Frisian, it consists

of a subject, a finite form of wézep? E |1 2 A®©-wiEity& asdnuil). In Dutch,

it consists of a subject, a finite form of ziin P? E1 ? AWEOEWEWEEUI wbO

).

Q) Jan is te fiskjen. Frisian
Jan is to fish.inf
?2) EQOwPUwWOI I wi pUT BOT 62

(2) Jan is vissen. Dutch
Jan is fish.inf
?2) EOQwPUwWOI | wi pUT POT 62

Nowadays, some speakers of Frisian accept a variant of (2) withoutte, that is,
a Dutch-like absentive with a bare infinitive.

Following Abraham (2008) and based on van Riemsdijk (2002), | will
analyze the absentive as involving a silent perfective verb go as in (3) and
(4).60

60 Following Kayne (2016) | will present unpronounced material in capitals.
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3) Janis te fiskien GONGEN. Frisian
Jan isto fish.inf gone
?2) EOwhbUwOI | wi DUT BOIT

(4) Jan is GAAN vissen. Dutch
Jan is gone fish.inf
?2)EOQwbUwWOIi | wi DUT BDOT 62

I will claim the corresponding structure of sentence (3) is as in (5), where
GONGEN is a motion verb with a PP complement [te fiskjen], and te is a
preposition:

(5) CP
T
TP
f,,-*"“‘--..,““ -
T
T v
15 A‘,
4 A
i AP
GONGEN PP
T
DF o
P A
Jan F OF
te AN
fiskjen

This structure will be further motivated in section 5.2.
For Dutch, | propose that the absentive involves silent GAAN, with the
corresponding structure presented in (6):
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(6) P

GAAN _~~__

en |
t V1S

Here, we find gaanin the Asp head, as an auxiliary verb, taking a vP
complement [vissen]. This structure will be further motivated in section 5.2.

As Dutch gaan ? 1 @GndAFrisian gean? 1 02 Aw EOQw OO0 w UI O1 E
complements, | will show that this analysis explains the similarities and the
variation in the Dutch and Frisian absentive. Both verbs can take a PP
complement, as in (7), but in the absentive, the Dutch version takes a vP
complement.

(7 a. |k gean nei Amsterdam. Frisian
I go to Amsterdam
? ( ud Atneterdamad 2

b. lk ga naar Amsterdam. Dutch
| go to Amsterdam

?2(wl OwUOmd OUUI UEE

| will claim that this variation can be captured in terms of a Merge parameter:

(8) Merge parameter:
0 gean Fmerge PP
0 gaan Fmerge PP

FMerge vP
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In the final part of the chapter, | will discuss questionnaire data that show that
some speakers of Frisian accept a DutcHike absentive with a bare infinitive.
For them, the parameter setting is as follows:

(9) Merge parameter:
geaan: FMerge PP
Fwmerge VP

This chapter is organized as follows: in section 5.1 | will first give a short
background on the semantics of the absentive. In section 5.2, | will present the
analysis and the arguments for this analysis. | will show how it accounts for
the differences between the Dutch and Frisian absentive. In section 5.3, | will
discuss how the variation can be captured in terms of a Merge parameter. In
section 5.4, | will discuss alternative analyses for the abentive. In section 5.5 |
will present questionnaire data that show that the Frisian absentive is
changing for some speakers, under influence of Dutch. Finally, section 5.6
concludes the chapter.

5.1 The semantics of the absentive

5.1.1 The semantics of the Dutch and Frisian absentive

The absentive is a grammaical construction that expresses that the subject of
the sentence is absent. The meaning of the absentive consists of two main
parts: (i) the absence of the subject, and (ii) the engagement of the subject in
an event expressed by an infinitival verb. For example, the sentence in (0)
means that (i) Jan is not at the same place as the speaker who utters the
sentence, and (ii) Jan is engaged in the event of swimming.

(10) Jan is zwemmen.6!
Jan is swimlINF
?2)EOQOwPUwWOi i wUpDOODOT 62

61 Examples in this part of the chapter are mostly provided in Dutch only, to avoid
redundancy. The Frisian counterparts of these sentences have similar meanings unless
stated otherwise.
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I will now discuss both parts of the absentive semantics in a bit more detail.

for the first time by De Groot (1995), who studied the absentivein Dutch. It is

EOI EUwWOT EQwUT T wUUENR &0 @QU Q01 wxOEED IOQME UWn
clear from which place the subject is absent. A first hunch would be absence
 UOOwWUT T wUx1T EOTl UzUw xOPOUWOI wYDPI POwEUUOuU
UxT EOIl UzUw OOEEUPOOWHOUW OO0 W B tHastingen UT O1 Y
2007:16) she shows that the subject of the absentive $neep is absent with

respect to the other participant in the sentence Harry). Whether the speaker

is in the same room or not, is irrelevant.

(11) Toen Harry de kamer binnenkwam was Sneep
When Harry the room entered was Snape
lunchen.
lunch.INF
26711 Ow' EUVUawl OUIT UT EwUT 1T wuOOOO0w?2 OE x°

The location from which the subject of the absentive is absent is therefore not

necessarily the location of the speaker. The locatbn also does not have to be

explicit: (12) is grammatical even when the location de kamep? UT T wU OO O~ A
left out:

(12) Toen Harry binnenkwam was Sneep lunchen.

When Harry entered was Snape lunch.INF

2611 Ow' EVUVUawl OUT Ul EwlT Y uOOHODQR O&
The location from which the subject of the absentive is absent seems to be
some kind of implicit or default location. Haslinger (2007) formalizes this by
UlTTUUPOT wOOw?UT T WUUENT EUZUwOUDT 026 w311 u
I, here, now While this is usually interpreted with respect to the speaker,
"EUODPOT 1 UwExxOPT UwPUwUOwWUT 1T wUUERNT EU6 wbUu
location. This location can be pragmatically inferred; it often coincides with
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(13) Ik heb Janniet gesproken. Toen ik belde, was hij
| have Jannot spoken. Whenl called, was he
vissen.
fishINF
2(WEPEOZUwWUx1T EOQOwUOwW) EOCB w61 1 Ow( WEEOC

In short, the location from which the subject of the absentive is absent, can be
pragmatically inferred. What should be encoded in the syntax somehow is the
fact that the subjed is absent. It is the notion of absence, which makes this
construction different from, for example, a progressive construction, such as
in (14):

(14) Jan is aan hetvissen.
Jan is at the fishINF
?2) EOwbUwi pUT DOT 8> w

In this progressive sentence, it isexpressed that the subject {ar) is engaged in
the event of fishing. However, unlike the absentive construction, one could
easily utter this while standing next to Jan the subject does not have to be
absent. The absentive therefore needs to encode this aence in the syntax. In
my analysis, this is explained by an empty verb GO (which indicated
movement away from a reference point) in the syntactic structure of the
absentive.

3T1T wUl EOOEWEUxT EQwOl wOT T wEEUI OUPYI zUwUI
by the infinitival verb. The subject of the absentive is engaged in this event.
Not all types of verbs are allowed in the absentive. While De Groot (1995,
2000) suggests that this has to do with telicity, Haslinger (2007%30) shows that
the restrictions can bemodelled by means of the Vendler (1967) verb classes.
She shows that activities (15a) and accomplishments (15b) are allowed in the
absentive, but achievements (5c¢) and states (bd) are not.

(15) a. Piet is de auto duwen. Activity
Piet is the car pushINF

2/ Dl OwbUwoOi I wxUUT pOT wlT 1 WEEUG
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b. Henk is eenboterham eten. Accomplishment
Henk is a sandwich eatINF
21 ®OwoOi | wi EUPOT WEWUEOEDPDET »

c. *Jan is hethuis bezitten. State
Jan is the housepossesiNF
?2)EOQwWPUwWOI | wxOUUIT UUDOT wUOT 1T wi OUUI ¢

d. *Hans is & zMiw vinden. Achievement
Hans is his glassesfind.INF
' EOVUwhU WOl I wi DOEDPOT wi PUwWT OEUUI U

Why do we find these restrictions on the absentive? Both de Groot (2000) and
Haslinger (2007) suggest that this has to do with agentivity: only verbs with
an agentive subject are allowed. They mention that there seem to be
counterexamples to this: Scandinavian languages actualy do allow
undergoers of an activity. The same holds for Frisian, as is illustrated in (16):

(16) De masine is te reparearjen.
The device is to repairINF
237 1T wElI YPEI wbUwOI | wiEl pOT wUI xEDPUI EJ 2

In this example, de masinep? UT 1 wE | Y BubjéctoXtheRbsentive, buuit
is not the agent of the event of repairing. Rather, it is the undergoer of the
event of being repaired. Haslinger (2007) and de Groot (2000) hypothesize that
the agentivity is then not necessarily related to the subject, but that there is
20001 wy 00 wibthenbsEntve; tbaexample in (15), there is an implicit
agent who sent the device away to be repaired. This is similar to constructions
like (17), where the infinitive is interpreted as passive, and there is an implicit
ET 1 @i(pus?

(17) de (door mi)) te repareren machine Dutch
the (by me) to repairINF device
2 31 1 wO BHat has@ol beurepail E wpEa wdl A5 2

62 \/olitionality means that a participant has control over an action, that is, a participant is
animate and can choose to do (or not do) something (this therefore excludes events such as
to fall in loveor to dig.
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It seems, then, as if the absentive always needs to include agentivity, whether
the agent is explicit or not. In section 5.2.2.3 | will discuss the example in (16)
further and explain why it is possible in Frisian but not in Dutch.

One other property of the infinitival verb in the absentive is that the event
does not have to be realized at the moment of the utterance. It is, for exampe,
perfectly fine to say a sentence like (L8), when one is actually on the way to
the store, or even when one is about to leave.

(18) Ik ben boodschappen doen.
I am groceries doINF
2(z0wOi i wEUVUaADOT wi UOBET UDPI UB 2

According to Haslinger, this is not something particular to the absentive,
because present tense can in general be interpreted as future tense in Dutch
(and this holds for Frisian, too). This is illustrated in ( 19):

(29) Ik doe morgen boodschappen.
| do tomorrow groceries
?2(z00WEBRAWD]I UwlOOOUUDPG 2

With the analysis presented in this chapter | will provide an account for the
absentive semantics discussed in this section.

5.1.2 Crosslinguistic variation

Frisian and Dutch are not the only languages that have an absentive
construction. De Groot (2000) describes the absentive in a few languages
spoken in Europe. He shows that it also occurs in German, Hungarian, Fering
(a North-Frisian variety), Norwegian, Swedish, ltalian and Finnish. The
overview is given below:

(20) a. Janist boxen. German
Janis boxINF
?) EOwPUwWOi i WEORDOT 62
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b. Janos boxolnivan. Hungarian
Jan boxINF is
?2) EOwhbUwOi i wEORDOT &2

c. Janas tu boksin Fering
Janis to boxINF
?2) EOwhbUwWOi I wEORDOT &2

d. Janer og boksar. Norwegian
Janis andbox.prs
?2) EOwhbUwWOi I wEORDOT &2

e. Janar och boxas. Swedish

Janis and box.prs

?2)EOQwPUwoOi i weORDOT 62

f. Gianni & a boxare. Italian
Jan is at boxINF
?2) EOwPUwOi I wEORDOT 62
g. Jussi on nykkeile -ma-sséa Finnish
Jan is box.3NF.inessive
?2) EOQwPbUwOi I wEORDOT 62

De Groot (2000) groups these languagesy the different ways in which they
form the absentive. While Dutch, German and Hungarian have a bare
infinitive, the Fering a bsentive shows a to-infinitive (similar to the West -
Frisian variant | have discussed in this chapter). In Norwegian and Swedish,
we find a coordination structure, in Italian we find a prepositional structure
and Finnish shows inessive case (a kind of locatve case). Although these
constructions almost all look different at the surface, De Groot (2000) shows
that the interpretation and semantic restrictions are similar for all of these
languages, suggesting that we are truly dealing with the same construction.
Abraham (2008) suggests that a motion verb deletion-hypothesis is a plausible
way to explain the absentive in all languages. In this chapter, this is the
approach | will take for Dutch and Frisian.
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5.2 Silent GO in the absentive

5.2.0 Introduction

The previous section provided a background on the semantics and
interpretation of the absentive. Now, | will turn to the syntactic analysis. The
key of this analysis is two-fold: (i) uniformity: both the Frisian and the Dutch
absentive involve a deleted GO, and (ii) diversity: the variation between the
Dutch and Frisian absentive can be explained by the different grammatical
behavior of the verb goin both languages.

Recall from the introduction my claim that the absentive contains a silent
perfective verb GO, as in (21) and (22). In this section, | will discuss the
syntactic structure that | propose for these sentences.

(21) Jan iste fiskien @ GONGEN Frisian
Jan isto fishINF gone
?2) EOQwhUwDI I wi PUT BOT

(22) Janis GAAN vissen Dutch
Jan is gone fishINF
?2) EOQwhUwHDI I wi PUT BOI

5.2.1 The structure of the Frisian absentive

In this section | will discuss the structure of the Frisian absentive. The relevant
structure for (21) is presented below in (23). Here, we find the subject Jan the

auxiliary is gp? BDURW | wOEDOQw Y1 UE w te past Participeof OO1 2
gean and a PPte fiskjenpp? U OINF-DABI 6
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(23) e
T
TP
A -
T
T vl
15 A‘/
| A
v P
WGONGEN FF
T
OP o
A f"‘”ﬂ‘""“--.
Jan P LT
te A
fiskjen

I will now briefly discuss the derivation of this structure. Since geanis an
unaccusative verb, it does not have an external thetarole, and therefore its
subject does not originate in spec,vP. Instead, | propose thatJanoriginates as
the subject of a small clawse, i.e., a clause with a subject and predicate but
without tense (Stowell 1981), as in (2):

(24) [tris [w [scerp Jan te fiskien] GONGEN]

An argument for this is the fact that the small clause can also be uttered in
isolation, for example when the speaker is surprised:¢3

(25) A ?2) EOSw bUUI 08~
Jan is fishINF
?2) EOwPUwWOi I wi DUT BOT 69
B: ?) Evidsen!?Maar hij haat UUDO&abU
Jan fish.inf But he hates still-sit.INF
?2)EQwOi I wi DUTHPOT yw! U0wWI T wi EUI Uwl

I On 2

63 The examples in (25) are provided in Dutch to prevent unnecessary mistakes in
translation. However, the same arguments hold for Frisian.
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Therefore, | believe the subject to originate low in the structure. Subsequently,
it moves to spec,vP and further up to spec, TPfor EPP reasonss* In T, we find
the temporal auxiliary is, which selects the perfective verb GONGEN.

As a complement of the verb GONGEN, we find the PP te fiskjen This te-
infinitives is analyzed as a PP for a few reasons:

First of all, geanusually takes PP complements: it is a motion verb selecting
a directional PP, as illustrated in (26):

(26) Ik gean nei Amsterdam. Frisian
| go to Amsterdam
2( wl OwUOw OUUI UEEODG»

It is ungrammatical for geanto have an infinitival complement, as in ( 27):65

(27) *lk gean moarn ferhazjen.
I go tomorrow movehousesNF
?2( 7z Owl &evé®houses@umorrowd -
A second reason to analyzete fiskjenas a PP is the fact thateis historically a

preposition in Frisian (J. Hoekstra 1997)and in some contexts, it still is:

(28) It skip giet te wetter.
The ship goes to water
23T 1T wUT DxwbDUWOEUOET 1 E6»

J. Hoekstra (1997) provides two other arguments for the te-infini tive as a PP.
The first is that unlike other te-infinitives, the absentive occurs to the left of

64] assume that a vP is present for all types of verbs, including unaccusative verbs, as in the
Distributed Morphology framework (Halle & Marantz 1993) v © categorizes the root as a
verb.

65 There is one exception to this: the class of posture verbsPosture verbs such aslizze (lie),

1985):

() Hy giet op bed sitten.
He goeson bed sit.inf
2' 1T z0wUPOUDPOT WEOPOWOOWUT T WET ES»

In Chapter 3 (section 3.1.2.4) | argued that these posture verbs form a special class of (nominal)
verbs.
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the main verb, asthe contrast between 29) and (30) shows. This is the same
position in whic h regular PPs occur in Frisian, as is shown in 31) (J. Hoekstra
1997:8687).

(29) o6 dat Jante silen is <*te silen>. (absentive)
that Janto sailINF is to salil
2001 EQw) EOwPUwWOI I wUEPODOT 82

(30) 0 datJan <te silen> beslut <te silen>  (other te-infinitive)
thatJan to saillNF decidesto salil
20wU0l E0w) EOWET EPET UwUOWUEDOS »

(31) o dat Jannei Ljouwert is <*neilLjouwert> (directional PP)
that Janto Ljouwert is to Ljouwert
? 0O that Jan is off to Ljouwert 8 ?

EEUI OUPYI whPbUwUT T wi EEQwU0T EUwPUwxUI ET ETl Uw
rather than following them, as ( 32) shows. This is not a direct argument for

the prepositional status of te, but it does set the absentive apart from other te-
infinitives, in which tefollows the particle (as in (33)) (J. Hoekstra 1997:8687).

(32) Jan is <te> op <*te>réden.
Jan is to up to tidy.INF
?) EOuwWHRKEEH OTuw U x 8 2

(33) Jan beslit <*te> 0t <te> gean.
Jan decides to out to goINF
?) EOQWET EPET UwUOwl GwdUUGB 2

For these reasons, | analyze [te fiskjen] in the structure in (&) as a PPFiskjen
is marked as a DP; as inChapter 3 (section 3.1.2.4) | argued that infinitives
which are the complement of tein Frisian are nominal. The -ensuffix we find
on fiskjenis an instantiation of n?(see Chapter 3, section 3.1).
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5.2.2 The structure of the Dutch absentive

In the previous section | discussed the syntactic structure of the Frisian
EEUI OUPYI dw- OPwOl Uz UwlUUOwWOOwWUT 1T wOUOUUEUU
to be asin (31):

34 ?2)EOwbPUwYDUUI OB~
CP
ﬂ

P

T

T

T

T AspP
is
Asﬂ vl

GAAN "~
DP v

aN e

Tan v [P

-en |
t VIS

4

Here, we find the infinitive in v 9, where the -ensuffix attaches, as discussed in
Chapter 3 (section 3.2.3).The silent GO in this structure is not a main verb,
but a functional item. This is based on the fact thatunlike Frisian, Dutch has

two types of ga First, there is motion gaan as in (3):

(35) Ik ga naar Amsterdam.
| go to Amsterdam
?2(wl OwOOw OUUI UEEOG»

But there is also a functional gaan which has a future interpretation:

(36) Ik ga morgen verhuizen.
| go tomorrow movehouses.inf
?2( z Owil &mavéhouses@aumorrowd -
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The example in (36) shows that gaancan take infinitival complements in
Dutch.s¢ Following Haeseryn et al. (1999) | assume that this type of gaan
expresses inchoative aspect. Therefore, | expect it to be in the Aspect head, in
the functional extended projection of t he main verb. As gaanis an auxiliary
here, it does not provide thetaroles; the subject of the absentive originates as
the subject of the infinitive, in the vP. The subjectin the structure in (34)
therefore originates as the subject of thevP, presented below, and then raises
to the position of spec,TP.

(37)  [twis [aspr gaan v Jan vissen]] ]

So far, | have discussed thesyntactic structures which | propose for the Frisian
and Dutch absentive. | argue that both involve a silent GO. In Frisian GO has
a PP complement, whereas in Dutch it has an infinitival complement.

In the next section, | will further discuss this analysis. | will provide
arguments for assuming a silent GO in the absentive. In section 5.2.2 | will
provide a closer look into the differences between Frisian geanand Dutch gaan
and | will demonstrate that this analysis can account for the different behavior
of the absentive in the two languages.

5.23 Arguments for a silent GO

There are several arguments to assume asilent GO in the absentive. First of
all, go has absentive semanticsit indicates movement away from a reference
point. Consider the addition of an overt verb goin the absentive in Dutch:

(38) Janis gaan vissen.
Janis gone fish.inf
?) EOwl EVwl 601 woOi I wi pUT POT 62

66 One could wonder why, if Dutch gaanalso allows for a PP complement, the absentive in
Dutch would not include a PP in the structure (or even why it cannot include an overt te).
At this point | can only speculate: perhaps this is because the structure in (34) allows for
more material in the absentive; in section 5.2.2.4, | show that becausef this structure, the
Dutch absentive is able to include direct objects, whereas the Fisian absentive is not. An
other possibility is that tein Dutch is grammaticalized much further than in Frisian and its
use as a preposition is too limited. | leave this matter for future research.



174 Chapter 5

Although the interpretation might be subtly different here than without overt
g¢’, the sentence still implies that the subject is absent and that he is involved
in some kind of activity. In this case, Janis away and he is fishing. The
presence of a silent GO therefore explains how the absentive semantics arisg
no extra properties have to be postulated.

A second argument to assume a silent GO in the absentive is that it would
explain how is appearsto have an infinitival com plement. Both in Frisian and
Dutch, isis either a temporal auxiliary selecting a participle, or it is a copula.
There are, to my knowledge, no contexts in which it selects an infinitival
complement in Dutch or Frisian. Therefore, it is unlikely that it can select an
infinitival complement in the absentive. Instead, as a temporal auxiliary in the
Dutch absentive it selects GAAN ¢, and GAAN is the verb that selects the
infinitive. In Frisian, we find the same: isis a temporal auxiliary selecting the
participle GONGEN, and GONGEN is the verb that selects thete-infinit ive
(the PP). With this analysis, we do not have to extend the properties of zijn (
PEI 2 Ow# Wéréd?Au @ Wuw %U B U b E Oasdent GO explaind the |
acceptability of infinitival complements as the apparent complement of is.

Related to this, it was noted by Abraham (2008) that dl languages with an
absentive use a form ofbe(and not, for example, have)(Abraham 2008). Beis
the typical auxiliary for motion verb go. This would be a necessary (but not
sufficient) condition for the presence of a silent GO in the absentive.

Another argument in favor of a silent GO -analysis is the fact that silent
motion verbs have been proposed before: vanRiemsdijk (2002)argued that in
sentences wheremodal verbs in Germanic languages seem to have a non
verbal complement, there is actually a silent GO in the complement position
of the modal verb. This is illustrated with a Dutch example in ( 39):

(39) Zij moet naar huis GAAN .
She must to housego
22171 wOUUUWT Swi 601 &2

67 Some native speakers report that there is more focuson the act of leaving when there is
an overt go, while there is more focus on the activity described by the infinitive when there
is no overt go.

68 Confusingly, gaanis not a participle, but an infinitival form. This does not contradict the
just stated fact that is normally does not select infinitives, as gaanhas the form of an
infinitive for independent reasons: the IPP effect (Zwart 2007). Once there is a verb cluster,
functional verbs in Dutch get the form of an infinitive instead of a participle. Iti s, however,
interpreted as a participle.

OET w
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The main evidence for this empty motion verb is found in verb doubling
patterns in Swiss German (see van Riemsdijk2002).Van Riemsdijk shows that
in Swiss German, the verbsgoand comeshow an obligatory doubling pattern:
in infinitival constructions, the verb is doubled in a reduced form, as in (40)
(van Riemsdijk 2002:154):

(40) Si  gaat de zmittag go choche.
She goes the lunch DOUBLING cook
22T 1T wbUwil OPOT WOOWEOOOWOUDET 8~

Interestingly, this doubled element is also found with infinitival co mplements
to modal verbs, even though there does not seem to be a higher motion verb
of which the element is supposed to be a copy (van Riemsdijk 2002:158):

(41) O wéan | muesgo poscht
when | must DOUBLING shop
? 6 when | have to go shoppb OT 8 »

Van Riemsdijk takes this as evidence for the present of a silentgo in these
kinds of structures with modal verbs .

There are also examples of a silent motion verb in Frisian. Consider the
example in (42).

(42) [Itis tiid [om fuort ]] Frisian
Itis time to away
2(0wbUwl0UPOl wUOOwWT OWEPEAG-?

The infinitival clause [om fuot] does not contain any verb, so one would
expect there to be a silent verb.E. Hoekstra (2018) analyzes this as in @3),
where again we find a silent verb GO.

(43) It is tiid om fuort te-gean
It is time to away to gaINF
2(0wbUwUPOTl wOOwWT OWEPEAGB-?

These exampleshence showthat GO can be silent in other contexts, too.
Another indication that a silent GO is part of the absentive is the fact thatin
Frisian, it is possible to have an overt geanp? 1 @ theabsentive, in addition



176 Chapter 5
to examples with wézep? E1 2 A@uUE U wb Owp

(44) Jan giet te fiskjen.
Jan goes to fish.inf
?2) EOwi Ol Uwoi | wi DUT POT &9

In this example, Janis not yet gone, but he will go soon and the fishing activity

will be in a different location. Therefore, this example is analyzed as an
absentive, too (J. Hoekstra 1997 Dyk 2009). If we assume that GO is always
present in the absentive, this example neals no further explanation. (44) is
simply the non -perfective version of the absentive example in (45), with an
overt GO.

(45) Jan is te fiskien GONGEN.
Jan is to fish.inf gone
?2) EOwhUwl 001 wi pUT BDOT 8~

Finally, the main advantage of this analysis as opposed to other analyses
which will be discussed in section 5.4,is the fact that it can explain the
differences between the Dutch and Frisian absentive, as | will show in the next
section.

5.2.4 Variation between the Dutch and Frisian absentive

5.4.2.1 A te-infinitive vs. a bare infinitive

The most obvious difference between the Frisian and Dutch absentive is its
form; while we find a te-infinitive in Frisian, we find a bare infinitive in Dutch,
as illustrated again below:

(46) Jan is te fiskjen. Frisian
Jan is to fish.inf
?) EOwPUwWOi I wi DUT BOT 69

(47) Jan is vissen. Dutch
Jan is fish.inf
?2) EOwPUwWOi | wi DUT DOT 69
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This difference follows from my analysis. As discussed in section 5.2.0, the
Frisian verb geanis a motion verb which selects a PRcomplement. In section
5.2.0 | also showed why thete-infinitve in (4 6) can be considered to be a PP.

The Dutch verb gaanon the other hand can be either a motion verb, selecting
a PP complement, or a functional verb, selecting an infinitival complement, as
was illustrated in section 5.2.0. | argued that in the absentive, it selects a verbal
infinitive as its complement. The verbs geanand gaanare therefore different
in Dutch and Frisian. Assuming that a silent version of these verbs is present
in the absentive, the different forms of the absentive follow from this.

5.4.2.2 Other verbs in the absentive

Another difference between the absentive in Dutch and Frisian is the fact that

in Frisian, there can be other finite verbs in the absentive than justwézemp? E1 2 A
(J. Hoekstra 1997, Dyk 2009). The absentive can also includegeanp? 1 02 AOw

which was already discussed in section 5.2.1, or modal verbs. Both are
illustrated below:

(48) Jan giet te fiskjen. Frisian
Jan goes to fish.inf
?) EOwi Ol Uwdi i wi DUT DOT &2

(49) Jan sil/wol/moat  te fiskjen.
Jan will/wants/must to fish.inf

?2) EQOwPPOOwWYywhPhEOUUwWwywOUUUwWT Qwdi | wi BL

In Dutch, this is not possible. The Dutch (surface) equivalents of (48) and (49)
are grammatical, as shown in (50) and (51), but do not have an absentive
interpretation. Instead, the Dutch verb gaanwith an infinitival complement is
interpreted as a future or aspectual auxiliary, similar to the English be going to
construction.

(50) Jan gaat vissen. Dutch
Jan goes fish.inf
?2)EOQwPUwl OPOT wUOwWI pUT 82
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(51) Jan zal/wil/moet vissen.
Jan will/lwants/must fish.inf
2) EOwPPOOwWYywPEOUUwWYywdOUUUwWI BDUT 89

At first, this seems like a big difference between Dutch and Frisian regarding

the absentive. Any analysis of the absentive would have to take into account

that the absentive in Frisian can be embedded under different types of verbs.

However, | would like to argue that this difference is actually only apparent.

First of all, while (49) and (51) include modals as finite verbs, | would | ike to

propose that it is actually the verb geangp? T 02 Awbi PET wbUwx EUUwC
in those cases, too. That is, | would like to say that the underlying
representation of (49) is actually as in (52):

(52) Jan sil/wol/moat te fiskjen GEAN. Frisian
Jan will/lwants/must to fish.inf go
2)EOwWwPDPOOwWwYywWPEOUUwWYywOUUUOwWT Qwoi 1 wi B

Similarly, there could be an empty GO in (51), as in (63):6°

(53) Jan zal/wil/moet GAAN vissen.
Jan will/lwants/must GO fish.inf
?2) EQwPPOOwy wh BPOU BOT dOUUUwwi Ow

The difference between the possible verbs that can occur in the Dutch and
Frisian absentive is then reduced to the possibility of including a finite form
of goin the absentive. However, | would like to argue that this, too, is only an
apparent difference. Although a sentence like (50) indeed does not seem to
have an absentive interpretation, | propose that gaanactually can be part of
the Dutch absentive. Sentences withgaan+ infinitival complement can be the
answer to a where-question, which suggests that gaanwith an infinitival
complement does not only have a future interpretation, but also a motion
interpretation, as illustrated below:

691 do not want to claim that sentences with modal verbs always involve an empty GO. It
would only be present if one would want to convey an absentive interpretation.
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(54) A: ?6EEgdau) EOQWOEEUwWUOIl y 2
Where goes Janto to
2611 Ul wbUw) EQwOI I wObyY »
B: ?' DBddat YDUUI 082
He goes fish.inf
? 1T wbUwl 6DOT woi i wi PUT POT 62

The reason that we do not get an absentive interpretation for sentences like
(50) is then not that this interpretation is impossible, but that the future
interpretation is just more prominent. 70
Since gean®@? 1 02 AWEOTI UwOOUwT EYT wUOTI PUwi UOUUI u
never arises in Frisian. Therefore, it appears that the same class of verbs can
be part of the absentive in Dutch as well as Frisian: be, goand modal verbs.
The superficial observation that goand modal verbs cannot be part of a Dutch
absentive can be accounted for by the different propertie s of the verbs gaan
(Dutch) and gean(Frisian).

5.4.2.3 The passive absentive

A crucial difference between the Frisian and Dutch absentive is the fact that
in Frisian, the subject does not have to be the agent of the action described by
the infinitive. It can also be the patient, as is shown by the example below:

(55) Janis te hierknippen.
Janis to hair-cutINF
?) EOwPUwOI I wi T OUUDPOT wi PUwi EPUWEU0G »
1 OUIl zUwl EPUB »

Which of the two interpretations is appropriate, depends on the context. If Jan
is a hairdresser, the one in which he is the agent (henceforth: active

70 This is hard to prove, as it is, to my knowl edge, impossible to force an absentive
interpretation in these examples. However, based on (54) | think it can be present.
Moreover, one could also wonder if perhaps the Frisian examples in (48) and (49) illustrate
the same issue; the infinitives express a unrealized activity, so a future interpretation is
always available, and it is hard to isolate a pure absentive meaning. Perhaps (48) and (49)
are not absentive constructions, then. In any case, the patterns for Frisian and Dutch are
very similar in natu re.
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interpretation) is more prominent than the one in which he is the patient
(henceforth: passive interpretation). In Dutch, only the active interpretation is
possible:t

(56) Jan is haren knippen.
Jan is hair cut.inf
d?) EOwPUwWOI i wi 1 00D OficuttingstnebnE DU wWE UU 6
I OUIl zUwl EPUB 2
Since in Frisian, the subject of the absentive does not have to be the agenthe

absentive can have an inanimate subjectin Frisian, but not in Dutch:

(57) De masine is te reparearjen. Frisian
The device is to repair.inf
2371 wEl YPETl wbUwOI | wel POT wUI xEDUI E

Ou

(58) *De machine is repareren. Dutch
The device is repair.inf
2311 wEl YPEI wbUwOi | wel DOT wUl xEDPUI EG-

| argue that this difference between Frisian and Dutch can be explained by the
syntactic structure of the absentive. Indirectly, it is then again caused by the
different properties of the verb goin both languages. More specifically, the
different selectional features of geanand gaan lead to different syntactic
structures in the Frisian and Dutch absentive. Consider again the structures |
proposed in section 5.2.0, repeated below:

T A few native speakers reported that they could have a passive interpretation with this

example. However, this might be facilitated by the fact that getting a haircut is a much more
EOOOOOWEEUDPYPUaAawWUT EOQWEUOUDOT wUOO! thdh pabsiva) 1 z Uw T E
interpretation possible for other examples in Dutch, and the inanimate subjects (as in (58))

are definitely ungrammatic al.
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(59) -
T
TP
_F'__,,.r"““'-..h_“ -
T
T v
is
Av’
4 f_,,r"""-n.,\
vi P
WSOMGEN PP
T
DP I
s A
Tan P Or
te AN
fiskjen
(60) o
T
P
T
'l T
TAASPP
1=
Asﬂ vP
GAAN "~
DF v
EaN T
Tan v P

en |
t VIS

In section 5.21, | argued that the subject of the Frisian absentive originates in
a small clause. In Frisian, this small clause is a PP:
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(61) [tris [w [scrm Jan te fiskien] GONGEN]]

In Dutch, however, the subject originates simply as the subject of the
infinitive , as there isno PP in the absentive at all:

(62)  [tris [aspp gaan v Jan vissen]] ]

| propose that this different position of the subject is the reason that the Frisian
absentive can have a passive interpretation,while this is impossible in Dutch.
This has to do with the type of theta role the participants receive. In Dutch,

the subject receives a thetarole from the infinitive. Since the infinitive in the
absentive is always an activity or accomplishment (see section 5.1.1)the
default would be that the subject is assignedthe role of agent. So, in 62), Jan
is interpreted as the agent of vissen In the Frisian absertive, however, the

subject receives its thetarole from the preposition te, asthe subject is in the
specifier of this predicate (see the structure in (59)). A locative or directional

preposition assigns the role of theme to its subject and the role of location to
its complement. In (59), Janis then interpreted as a theme, while fiskjenis the
location. Consider now (63):

(63) [scpm Jan te hierknippen.]
Janto haircut.inf

In this small clause, Janis the theme of te, and hierknippenis the location. As
Jandoes not receive an agent role from the infinitive, there is no a priori reason
why he should be interpreted as the agent of the haircutting event. This agent
could be implicit, and Jancould be the patient, the one whose hair is being
cut. In absentive constructions with an active interpretation, as in (6 1), the
subject of the SC could be coreferential with an implicit subject of the
infinitive.

Again, this difference between the Dutch and Frisian absentive can be
traced back tothe different properties of the verbs gaanand gean
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5.4.2.4 Direct objects in the absentive

A further difference between the Dutch and Frisian absentive is that the Dutch

absentive can include a direct object DP, whereas in Frisian, objects in the
absentive have to be incorporated (see Chapter 4, section 4.1 for an analysis

for Frisian noun incorporation) . This is illustrated below. In Dutch, direct

objects in the absentive can be bare, but also occur with an indefinite or

definite determiner, as shown in (64):

(64) a.

Janis brood kopen.
Janis bread buylINF

Janis eenbrood kopen.
Janis a bread buyINF
Janis het brood kopen.
Janis the bread buyINF
?) EOwPUwWPrEwBUBR@BUWEESGS »

These examples would be appropriate in slightly different contexts, but are

all fully grammatical. However, in Frisian, the direct object can only be bare
(and actually, incorporated to the infinitive). J. Hoekstra (1997:86) shows this
with the following examples:

(65) a.

dat er te hierknippen is
that he to hair-cutINF is

*dat er it hier te knippen is
that he the hair to cutINF is

P3TECwWi T wbUwOIi T wi DYDOT vT1 U0UDPOT w

This is not a general property of Frisian te-infinitives (J. Hoekstra 1997) but

specific for the absentive. Other kinds of te-infinitives actually show the
opposite pattern, as is illustrated by (66) (see also Chapter 4, section 4.1.4)

(66) a.

dat er it hier skyntte knippen
that he the hair seemdo cut.INF

E

P3TEVWi T wUIT 1 OUWOOWEUOwWUT T wi EDUGS »

L
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b. *dat er skyntte hierknippen
that he seemdo hair-cut.INF
P3TEC0wi 1 wUT 1 OUwWwUOWEUOwWUT 1 wi EPUBS »

The obligatory incorporation is thus a special property of the Frisian
absentive. | propose that is a consequence of the fact thatthe verb in the
absentive is the most nominal type of nominal infinitives (see Chapter 3,
section 3.1.1). In Chapter 3, | pr@osed that the structure of a nominal
infinitive includes a vP with nominal layers on top. However, which verbal
and nominal layers are present can vary. | propose that the nominal infinitive
has the following structure in the absentive:?2

(67) DP

i VP

VFISK]

The fact that there is no AspP present is evidenced by the fact that the

(68) *Jan is te almar fiskjen.
Jan is to constantly fishINF
?) E Goandabtp Ol | wi PUT BDOT 62

| prop ose that in this case, then, there isalso no VoiceP, since there cannot be
a direct object, and the infinitive is directly nominalized above the vP  (see also
Chapter 3, section 3.1.1). This means thathere is no room for an accusative
object in the Frisian absentive, asthere is no position in which it could receive

accusative Case(i.e. no spec,VoiceP) Instead, the object incorporates into the

72| assume that the nominal -en suffix in n? is attached to the verb by means of Lowering
(see Chapter 3, section 3.1.4)
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verb, as discussed in Chapter 4(section 4.1)73

(69) op
T
P oOF
te ."""A"""-.
B nP
T
s vl
= T
W P
T
EINIP nP
L . A ®

In short, there cannot be a nortincorporated direct object in the Frisian
absentive, because the infinitive is nominalized at a low point in the structure
(directly above vP). The infinitive in the Dutch absentive is not nominalized
at all, gaantakes infinitival complements. As a result, direct objects are
possible in the Dutch absentive:

(70) Jan is eenvis vangen.
Jan is a fish catch.INF
?2) EOQOwPUwOiI I wEEUET DOT wEwWI PUT 8=

73 | interpreted hierqp? | EPU? AWEUWE WOEUUWOOUOWEOEWUT 1T Ul T OUT wl
section 4.1 of Chapter 4).
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(71)

A
Asp VoiceP
¥ Voice”

Voice vl

4 -VANG DP
i
(een) vis

Here, the DP (een)vis, which is the internal complementof E5 - & OQwOOYi UwU0
spec,VoiceP to receive accusative case. Again, we find a difference between

the Frisian and Dutch absentive which can be explained by the two different

types of goin thesestructures.

5.4.3 Challenges for this analysis

In the previous sections, | discussed my analysis for the Dutch and Frisian
absentive. | proposed that they both involve a silent perfective GO, and that
the differences between the Frisian GO @ean and the Dutch GO (gaar) can
account for the differences between the Dutch and Frisian absentive. In this
section, | will discuss possible challenges forthis analysis.

Haslinger (2007) argues againsta silent gaanin the absentive. One of her
arguments is that gaanusually selects different infinitival complements than
zijn in the absentive. In section 5.1, we saw that the absentive can include
activities and accomplishments, but not states or achievements. However,
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gaancan have achievements as a complement, as illustrated in (2).

(72) Jan gaat de top bereiken.
Jan goes the top reachINF
?2) EOwhbUwl OPOT wOOwWUIT EET wOT 1 wUOOx3 w

The achievement de top bereikemp? Ul EET wUT 1 w0OOx2 AwbUw OO
absentive, as shown below:

(73) *Janis de top bereiken
Janis the top reachINF
(601 OEl Eow?) EQwPUwWOI | wUl EET BPOT wOT 1

This is a problem for the analysis, because having a silent GAAN in the
absentive predicts that the infinitives in the absentive and in the overt gaan
constructions should be the same. However, | have assumed that the silent
GAAN in the absentive is perfective. Perfective gaan cannot take
achievements as a complement:

(74) *Janis de top gaan bereiken
Janis the top gone reachiNF
(001 OEl Eow?) EOwl EVUwI 601 wul EET BOT wl

Therefore, there is no discrepancy between the types of complements we find
with perfective gaanand in the absentive.

Another argument Haslinger (2007) provides against the silent GO
analysis of the absentive is that the word order of the gaarconstruction and
that of the absentive is different in embedded clauses. This would be
unexpected if it were the same construction.

(750 a. 6 omdat Jan is gaan zwemmen.
becauselan is goINF  swimlINF

20l EEUUT w) EQwi EVUwT 001 wUpDOODOT 62
b. 0 omdat Jan zwemmen is
becauselJan swimlINF s
?206bl EEUUI w) EOwPUwWOI I wUpPDOODPOT 62
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In (75a), with overt gaan the infinitive follows the finite verb. In the absentive,

in (75b), the infinitive precedes the finite verb. However, (75a) is not the only

possible order for the gaanconstruction. Dros- 1 OEUDOUz wepl Y WA wWE OF
SAND -data’# shows that the word order in which the finite verb is final is also

very frequent:

(76) 6 omdat Jangaan zwemmen is
omdat Jangone swimlINF s

26 becaud w) EQwi EVwl 001 w ?

Qu

PDOODOI

(e

This is the same order as we find in the absentive. Moreover, Broekhuis (2013)
argues that the absentive can also have more than one word order. He found
a few dozen instances of the following order in an internet search, and | agree
that this example is grammatical (Broekhuis 2013:93)

(77) 0 dat hij boodschappen is doen
that he purchases is dolINF
20 U EOwl i wbUwOi I wEODOT wi PUwUT Ox x bOI

In this sentence, the infinitive is sentence final, just like in (75a). This shows
that the absentive and the construction with overt gaanalso both allow an
order in which the in finitive is sentence final. To sum up, there does not seem
to be a difference between the possible word orders with overt gaanor with
silent GAAN in the absentive.

Another potential argument against the silent GO-analysis is the fact that
the absentive can be uttered if you are about to leave, as in {8):

(78) Ik ben boodschappen doen.
I am groceries doINF
2Z0woi | LBOED OBIT UG 2

The sentence in (B) could be uttered if the speaker is, for example, putting on
a jacket or walking towards the door. The speaker refers to a moment in the
near future when he will indeed be absent, buying his groceries. However,
this use of the absentive is unexpected in ax analysis that assumes a perfective
GO. This perfective verb suggests, after all, that the subject is already gone.

74 The Syntactic Atlas of the Dutch Dialects (SAND) is a corpus resulting from a dialect
syntax project conducted between 2000 and 2003 (Barbiers et al. 2005)

























































































































































